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Abstract

Machine learning is currently emerging as one of the most rapidly advancing technologies, with a recent upward trend in its use for process
automation across industrial processes. The objective of this study was to conduct a bibliometric analysis to identify research trends in
machine learning. The Scopus database was used to identify scientific production. Bibliometric indicators of visibility, impact, and
concurrence were analyzed. The analysis of 7,335 documents, involving 22,383 authors, showed a growth rate of 20.86% from 1988 to
early 2024. Three dominant research trends were identified: the first based on machine learning applications in industrial processes, the
second referring to the human factor and artificial intelligence, and the third related to convolutional neural networks.

Keywords: machine learning; industrialization; bibliometrics; artificial intelligence; supervised learning; unsupervised learning;
reinforcement learning.

Aprendizaje automatico en la industrializacion: un analisis
bibliomeétrico

Resumen:

El machine learning es una de las tecnologias en auge actualmente, en los ultimos afios se ha observado una tendencia en su uso en la
industria para la automatizacion de procesos. El objetivo de este estudio fue desarrollar un estudio bibliométrico para identificar las
tendencias de investigacion sobre machine learning en la industrializacion. Se utiliz6 la base de datos Scopus para la identificacion de la
produccion cientifica. Se analizaron indicadores bibliométricos de visibilidad, impacto y concurrencia. El analisis a partir de 7335
documentos, con la participacion de 22383 autores, evidencié un crecimiento con una tasa de 20.86% en el intervalo de tiempo desde 1988
hasta inicios de 2024. Se identificaron tendencias dominantes al tema de investigacion: la primera basada en la industria y el machine
learning la segunda referida al factor humano y la inteligencia artificial, y la tercera relacionada con las redes neuronales convolucionales.

Palabras clave: aprendizaje automatico; industrializacion; bibliometria; inteligencia artificial; aprendizaje supervisado; aprendizaje no
supervisado; aprendizaje reforzado.

1  Introduction systems, GNNs model spatial and temporal dependencies,
improving traffic prediction and resource optimization [39].
Artificial intelligence (Al) is defined as the simulation ~ Additionally, GNNs are related to ML as an advanced model
of human intelligence processes by machines, especially ~ within the framework of deep learning [39].
computer systems [1]. On the other hand, in the financial sector, deep learning
Regarding their applications in industry, the use of processes complex data to predict markets and enhance
Graph Neural Networks (GNNGs) is transforming multiple  strategic decision-making, demonstrating the cross-sector
industrial sectors, particularly in transportation, finance, versatility of these tools in areas such as logistics [40].
and telecommunications. In intelligent transportation Meanwhile, in telecommunications, GNNs optimize the
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management of complex networks and resources such as
spectrum and routing, showcasing their ability to capture
advanced dynamics [41].

Within this field, machine learning (ML) stands out as
a decisive branch that focuses on developing algorithms
and statistical models, enabling computers to learn and
make predictions based on data [2].

ML is generally classified into three main categories:
Supervised learning (SL), Unsupervised learning (UL),
and Reinforcement learning (RL) [3].

SL is one of the categories within ML, based on a
model trained with a labeled dataset. In this approach, the
model is trained with both input and output data. Once
trained, it can be used to predict outputs from new inputs
not seen during training [4].

UL, on the other hand, is based on unlabeled data. This
approach focuses on identifying inherent patterns or
structures in the data, without the explicit guidance of
known inputs and outputs during model training [5].

As for RL, the focus is not on labeled or unlabeled
datasets. Instead, it concentrates on how an agent can make
sequential decisions to maximize some notion of "reward"
[6]. Additionally, it can be stated that deep learning, thanks
to its multiple applications, can be used in various ways
within these three categories: “SL”, “UL” y “RL”. [39]

This field is not only growing in significance but has
also become a major catalyst of growth across industrial
processes due to its ability to drive efficiency, innovation,
and competitiveness. ML has revolutionized numerous
sectors by enabling the automation of complex tasks,
process optimization, and more informed decision-
making. This technology is achieving significant
transformations, from healthcare to manufacturing to
logistics, providing opportunities to improve quality,
reduce costs, and accelerate product and service
development [7].

Industrialization is defined as the process by which mass
production systems are developed and established to meet
society's needs and demands and is paramount in the world of
today This process involves adopting advanced technologies,
optimizing resources, and efficiently organizing labor for the
large-scale manufacture of goods and services [8].

This is a crucial current topic as it contributes to the
achievement of the United Nations Sustainable Development
Goal 9: "Build resilient infrastructure, promote inclusive and
sustainable industrialization, and foster innovation" [9].
Specifically, it supports target 9.2: "Promote inclusive and
sustainable industrialization and, by 2030, significantly raise
industry's share of employment and gross domestic product,
in line with national circumstances, and double its share in
least developed countries" [9].

For instance, [36] highlights the extensive growth of Al
and ML, illustrating their relevance to each of the
Sustainable Development Goals (SDGs) in various ways.
These technologies have demonstrated applicability across
fields such as industrialization, environmental pollution,
and economics. This underscores the expanding reach of
ML and Al into numerous domains.

On the other hand, [37] focuses on their application in
more specific fields, such as business. It reveals a growing

trend in the development and implementation of techniques and
methods involving ML and Al, which are rapidly gaining
momentum and widespread adoption.

Lastly, [38] showcases the diverse applications of ML,
reaffirming its broad scope of study and practical use. As
previously discussed, this versatility indicates that ML is a field
poised for continued growth and expansion.

The importance of conducting an analysis of this nature lies
in the increasing proliferation of specialized articles on ML and
Al [36]. Given the rapid generation of data in these fields, it is
essential to establish methods for quantifying and organizing
this information systematically. Such reviews can play a pivotal
role in strengthening the theoretical foundation for future
research, enabling the identification of data sources and the
extraction of relevant information in a structured manner [36].

In summary, ML emerges as a fundamental tool for improving
efficiency, productivity, and sustainability in various
industrialization sectors. This position is reflected in the large
number of publications on the subject, with a total of 7,335
associated articles as of April 2024 in Scopus. It is therefore
appropriate to examine this topic using bibliometric analysis, a
widely recognized and rigorous method that allows for the analysis
and representation of large volumes of scientific data [10].

This article presents a bibliometric analysis of the
application of ML in industrialization, with the objective of
analyzing its evolution, trends, and areas of application, as well
as identifying relevant actors in this specific topic. It also
presents a summary of the 15 most cited research articles in this
area of study. It is worth noting that this study represents a novel
case that has not been previously conducted.

After this introduction, the article is organized as follows:
section 2 presents the methodology used, section 3 the results,
and section 4 the discussion and conclusions.

2 Methodology

This study employs a bibliometric analysis to examine the
application of ML in industrialization. Data was collected from the
Scopus database, providing a comprehensive overview of the field.

The search was conducted on April 26, 2024, using Scopus
to identify English-language journal articles on ML in
industrialization. The following search equation was used:

(TITLE-ABS-KEY (“ML”) AND TITLE-ABS-KEY (industrial*)
) AND ( LIMIT-TO ( DOCTYPE , "ar" ) ) AND ( LIMIT-TO (
SRCTYPE, "j" )) AND ( LIMIT-TO (LANGUAGE , "English" ) )

This search yielded 7,335 articles, which formed the basis
of our bibliometric analysis. The Bibliometrix library in R
Studio [11] was used to analyze the following categories:

° Main data: Including number of sources, authors, and
annual growth rates.

Scientific Production: Annual publication rates.
Citation analysis: Examination of the 10 most globally
cited articles and their annual citation rates.

e Most relevant papers: A summary and categorization of
the 15 most relevant research papers, based on the
classification proposed by [3].

e  Thematic Map: Analysis of niche topics within the
research field.

e  Co-occurrence Network: Analysis of the most frequent
keywords.
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Factor Analysis: Identification of research clusters.
Scientific affiliations: Analysis of the most prolific
institutions.

e  Country-level production: Examination of scientific
output by country.

e  Three-field plot: Analysis of the relationships
between authors, references, and keywords.

In general, the analysis provides an overview of the
subject under study.

Exclusion criteria were applied to focus the analysis.
Only English-language ‘articles’ were considered,
excluding other document types. For the in-depth article
analysis, additional criteria were applied, such as
excluding literature reviews or articles with a generalized
treatment of ML that didn't provide specific structural
insights.

On the other hand, the article was structured as follows:

In Fig. 1, we can see the structure of this article, which
is divided into three sections, each with its specific
components. In the introduction section, we will cover
everything from the abstract to the introductory part of the
article. The second part will analyze the results found
through various graphs and tables, and finally, in the
conclusion, a discussion will be provided, followed by the
references.

Abstract Introd >l Methodology

Infoduction

- Kay Data
- Scientific Production
- Citation Analysiz
- Most relevant

documents
sults - Thematic
Results » Map
- Co-occurrence Network
- Factor Analysis
- Most relevant scientific affiliations
- Country-level Production

Aralysis

Discussion and

Conclusion > References

Closing

Figure 1. Article Structure Flowchart.
Source: Own elaboration.

The methodology consists of four phases, as illustrated in
Fig. 2. Phase 1 involves conducting a search in the Scopus
database. Phase 2 focuses on data collection, followed by Phase
3, which is dedicated to analyzing the collected data. Finally,
Phase 4 encompasses drawing conclusions and assessing the
limitations of the study.

Finally, it is worth noting all tables and figures presented
in this study were created by the authors based on the data
found.

s A

Stagel
Search for "Machine Learning in Industrialization" on

L Scopus. )

e ™
Stage 2

Preparation of found data for use in Bibliometrix
\. J

-

Stage 3
Analysis of graphs, maps, and tables as results of the
bibliometric study

~_~

s N
Stage 4
Discussion, final conclusions, and identification of
limitations
\ J

Figure 2. Phases of the methodology
Source: Own elaboration.

3 Results

This section presents the findings from our bibliometric
analysis, organized according to the categories outlined in the
methodology.

3.1 Key Data

Table 1 presents the overall results of the dataset. The
analysis encompassed 2,149 sources published between 1988
and April 2024, with an average annual growth rate of
20.86%. The dataset comprises 7,335 documents. The
relatively young average age of the articles (2.89 years) in our
sample suggests that this is an emerging field with significant
potential for future research.

Table 1.
Summary of most important data
Description Results
Timespan 1988:2024
Sources (Journals, Books, etc) 2149
Documents 7335
Annual Growth Rate % 20.86
Document Average Age 2.89
Average citations per doc 19.3
References 335959
Documents Content
Keywords Plus (ID) 34231
Author's Keywords (DE) 17960
Authors
Authors 22383
Authors of single-authored docs 272
Authors Collaboration
Single-authored docs 284
Co-Authors per Doc 4.62
International co-authorships % 30.47
Document Types
Article 7335

Source: Own elaboration.
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3.2 Scientific Production

Fig. 3 illustrates the annual scientific production trend.
Publications are distributed across 2,149 different sources,
involving 22,383 authors. The analysis reveals a clear
upward trend, particularly pronounced from 2015

2000

1500

1000

Articles

500

onwards, and significantly more than the single document
published in 1988. The peak was reached in 2023 with 1,916
publications. As of April 26, 2024, 916 papers have already
been published this year. If this trend continues, it is possible to
project a 30% increase in publications by the end of 2024
compared to 2023.

1988
1990
1992
1994
1996
1998
2000
2002

Figure 3. Annual Scientific Production.
Source: Own elaboration.

3.1  Citation Analysis

Table 2 shows the annual citation counts for the top
ten highly cited scientific articles. The highest counts
suggest considerable impact in their respective fields of
research. For example, article [12] has the highest
annual average of 393.29 citations, indicating
significant and continuing influence. Other notable
articles include [13] with 267.75 citations and [14] with
213.20 citations. In contrast, some articles, such as [15]
with 71.44 citations per year, the lowest count, show a
moderate annual average, which may suggest a lower
influence or a decrease in their impact over time.

It is important to note that these articles, except for
[14], were not considered among the sample. This is
because many of these focus on literature reviews, such
as [12], which discusses Explainable Al (XAI), and
[16], which reviews fault detection and diagnosis
methods. Others like [15] and [17], although they
address artificial intelligence-related issues, do not
present direct applications of ML in their studies. [15]
focuses on authorship attribution, while [17] deals with
Digital Twin. Finally, [18] and [19], although they
include ML components, focus mainly on optimization
frameworks and secure data exchange architecture,
respectively.

2004

8, 2, 2. NS de @ g - ah o

~ & /& /& & & R R & &

Year

Table 2.
Total number of citations of the most globally cited documents per year
Paper Title TC per Year

[12] Pecking Inside the Black-Box: A Survey on 39329
Explainable Artificial Intelligence (XAI) ’

[16] Suryey ~on dat'fl-dnve.n industrial process 9338
monitoring and diagnosis

[15] A survey of modern authorship attribution 71.44
methods
Deep learning for smart manufacturing:

[20] Methods and applications 158.86
Artificial Intelligence (Al): Multidisciplinary
perspectives on  emerging  challenges,

[13] opportunities, and agenda for research, practice 267.75
and policy
On hyperparameter optimization of ML

[14] algorithms: Theory and practice 213.20
A deep convolutional neural network with new

[21] training methods for bearing fault diagnosis 144.86
under noisy environment and different working ’
load
Digital Twin: Enabling  Technologies,

[17] Challenges and Open Research 191.60

[18] Pymoo: Multi-Objective Optimization in 158.60

Python

Blockchain and Federated Learning for
[19]  Privacy-Preserved Data Sharing in Industrial 139.40
IoT

Source: Own elaboration.
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3.2  Most relevant documents

In this section, Table 3 summarizes the 15 most
relevant scientific articles according to Scopus, selected
from the total 7,335. Each article is briefly summarized
and categorized according to the classification proposed by
[3], highlighting whether it focuses on SL, UL, or RL.

3.3  Thematic Map

Fig. 4 illustrates the thematic map of ML in
industrialization. Topics such as ‘Internet of Things’,

‘network security’, and ‘anomaly detection’ show high
development but low relevance marking them as niche topics.
There are no topics that can be labeled as emerging or declining,
nor as driving themes, which would be those of high relevance
and development. In the core topic quadrant, key topics such as
‘ML’, ‘forecasting’, and ‘Al’ demonstrate high relevance but
lower development, suggesting areas ripe for further research.
The chart also includes the terms 'article', 'human', and
'algorithm', positioned relative to the axes, indicating a cross-
cutting theme or specific focus in the analysis.

Niche Themes : Motor Themes
article |
human |
algorithm I
I
1
I
- internet of things !
@ network security :
I anomaly detection X
oF |
é e e e e e e i i R - — — = = il
52 !
o ! learning systems
H ! machine-learning
a : learning algorithms
I
1
I
1 machine learning
| forecasting
I artificial intelligence
»Er.'mjergm‘g or | Basic Themes
kclining Themes L
Relevance degree
Figure 4. Thematic Map
Source: Own elaboration.
Table 3. Discusses how ML and Al are transforming various SL
Most relevant articles 2] industries by providing insights into how ML techniques 7,
Art. Summary Type are applied to fields such as engineering, life sciences, RL,
Proposes an autonomous platform designed to automate finance, and sports analytics.
[22] ML processes based on specific levels of autonomy for SL Investigates the use of ML-based models to improve
various industries, including information management [30] timber allocation planning in sawmills. Applies to the SL

and smart cities.

Explores the application of ML techniques on the Internet
[23] of Things (IoT) field to improve connectivity and  SL
communication in the smart city industry.

Addresses the application of ML techniques to predict ~ SL,
[24] and improve the efficiency of corrosion inhibitors in UL,
metals. It is mainly applied to the materials industry. RL

Describes how ML is applied to predict the reliability of
[25] manufacturing components compared to traditional ~ SL
approaches, targeting the manufacturing industry.

Analyzes the use of ML to classify plant leaf diseases,

[26] with applications in the agricultural industry.

UL

Addresses the use of statistical and ML models to predict
[27] failures in manufacturing robotic arms. This work applies ~ SL
to the automation and robotics industry.

Discusses how ML accelerates the development of
quantum dots, which are crucial nanometer materials for

[28] advanced photonics technology. This work is primarily
applicable to the materials science industry and photonic
device engineering.

SL,
UL

Discusses techniques for hyperparameter optimization in

ML algorithms, such as Bayesian optimization and SL,
metaheuristic algorithms. It is relevant to the ML and AI UL
industry.

[14]

forest industry, specifically in the forest products supply
chain.

Presents a hybrid ML (HML) model for complex
[31] manufacturing information systems. This work is relevant ~ UL
to the manufacturing and production control industry.

Describes the implementation of courses that integrate
ML concepts into the operations research curriculum.
[32] This initiative is relevant to the education sector, UL
specifically in the training of engineers and professionals
in analytics and optimization.

Focuses on the reliability assessment of WC-Co-
[33] based cemented carbides using ML. It is relevant to UL
the manufacturing industry.

Addresses the use of ML methods to develop customized
models of the human neuromusculoskeletal system. The
industry to which it is mainly applied is biomedical,
orthopedic, and rehabilitation technology.

[34] SL

Focuses on predicting the success of startups using an ML
approach. A model is proposed that considers both

[35] internal conditions of startups and industry characteristics ~ UL
to make accurate predictions. This study is applicable to
the business and entrepreneurship industry.

Source: Own elaboration.
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Figure 5. Co-occurrence Network
Source: Own elaboration.
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Figure 6. Factor analysis.
Source: Own elaboration.

3.1 Co-occurrence Network

Fig. 5 illustrates the co-occurrence network of
keywords, generated using a bibliometric network
construction and visualization tool. The terms with the
highest frequency are ‘ML’, ‘industry’, ‘innovation’, and
‘infrastructures’. The analysis revealed three main
clusters: green, blue and red.

The green cluster contains terms related to Al
techniques and models, such as ‘ML techniques’, ‘random
forests’, ‘learning algorithms’, ‘ML models’, ‘automation
decision’, and ‘artificial neural network’. These terms

suggest that the network focuses on various ML approaches and
models.

The blue cluster is primarily centered around neural network
including terms such as ‘neural networks’, ‘convolution’,
‘convolutional neural networks’, ‘information classification’,
and ‘feature extraction’ indicating the network is particularly
interested in the applications of neural networks to feature
extraction, classification, and evaluation.

Finally, the red cluster focuses on learning systems and ML
techniques as it includes terms such as ‘learning systems’, ‘ML’,
‘SL’, ‘UL’, ‘RL”’, 'classification’, ‘prediction’, ‘control’, ‘learning
algorithms’, ‘forecasting’, ‘set theory’, and ‘machine’.
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3.2 Factor Analysis

Fig. 6 presents a factor analysis based on multiple
correspondence analysis. In the graph, each color represents a
group of words that address a specific theme or subfield. The
analysis identified three dominant clusters with respect to the
research topic. The first (green), although the least relevant,
addresses factor convolution. The second (red), and the most
relevant, groups terms aligned with ML such as deep learning
and neural networks. Finally, the last subgroup (blue) brings
together human-related terms such as ‘humans’ and ‘article’,
among others.

3.3 Most relevant scientific affiliations

We identified 1,589 different affiliations, with
Zhejiang University (274 articles) being the most prolific,
followed by University of California (188 articles),
Northeastern University (171 articles), University of
Science and Technology Beijing (163 articles), Tsinghua
University (160 articles), Huazhong University of Science
and Technology (144 articles), Central South University
(131 articles), Beijing (129 articles), Shanghai Jiao Tong
University (106 articles), and 123 papers affiliated to
others institutions.

3.4  Country-level Production

Fig. 7 illustrates the global distribution of scientific
production in a range of blues, where the most intense blue
indicates the regions with the highest number of scientific

Figure 7. Scientific production by country
Source: Own elaboration.

affiliations, while the gray color indicates the absence of
scientific production in this topic. China (8,562 articles) and the
United States (3,492 articles) lead in contributions followed by
India (2,224 articles), United Kingdom (1,609 articles),
Germany (1,602 articles), Italy (1,392 articles), Spain (1,054
articles), South Korea (1,037 articles), Canada (772 articles),
and Brazil (770 articles). Brazil stands out as the Latin
American country with the most publications on the subject.
3.5  Three-field Plot

Fig. 8 establishes a relationship between authors, keywords,
and references.

The left column shows important references with a high
level of relationship with ML and deep learning. Some authors
that stand out are Breiman, LeCun, Bengio & Hinton, and
Kingma & Ba.

” "t -

“leam=4
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Figure 8. Three-field plot of authors, references and keywords
Source: Own elaboration.
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The middle column shows authors such as Wang Y,
Zhang Y, and Wang X, who display a connection to
multiple references and keywords.

The column on the right shows the keywords
associated with the articles of these authors, the most
relevant words being ‘ML’, ‘deep learning’, ‘fault
diagnosis’, ‘Al’, ‘anomaly detection’, ‘random forest’,
‘long short-term memory (LSTM)’, ‘industry 4.0°, ‘neural
networks’, and ‘predictive maintenance’.

The relationships between CR (Cited References), AU
(Authors), and DE (Keywords) show a dense network of
interconnections where fundamental references in ML and
deep learning significantly influence the research of
several leading authors, who in turn work on a variety of
key applications and technologies in these fields.

1 Discussion and Conclusion

The bibliometric analysis conducted on the application
of ML in industrialization has revealed several significant
trends and findings.

As of April 2024, 7,335 articles have been identified in
Scopus. According to Fig. 3, scientific production in the
field of ML applied to industrialization began to show
significant growth starting in 2015. This growth became
especially pronounced from 2019 onwards, peaking
around 2023. Put in numbers the growth experienced since
2015 to April 2024 is 20.86%. This remarkable increase in
the production of scientific papers may indicate a growing
interest and investment in the application of ML
techniques across industrial processes, as well as their
adoption and application of ML methods, reflecting a
continued expansion and growing interest in this area of
research. There seems to be a deep interest of the scientific
and technological community.

The Three Field Plot analysis identified Wang Y. and
Zhang Y. as particularly influential authors who have
published  widely cited  works.  Additionally,
methodologies such as ‘Long Short-Term Memory
(LSTM)’, ‘random forests’, and ‘deep learning’ emerged
as crucial in this field.

The thematic map highlighted ‘learning systems’ and
‘learning algorithms’ as fundamental yet underdeveloped
areas, suggesting significant opportunities for future
research.

As for the factor analysis, three relevant subthemes
could be identified: ML, Al and convolutional neural
networks. The first of these subthemes is the most relevant
due to the high frequency of associated words in the graph.
In addition, the field covered by convolutional neural
networks has the fewest synonyms of the three, while the
field covered by ML has the most.

Regarding the production of scientific articles by
country, there was a low presence of research in Latin
America. Although Brazil's presence among the most
outstanding countries was evident it is in the last position
with 770 scientific articles.

Regarding the limitations of the present analysis, three
main aspects were identified. First, only articles indexed in
Scopus were included due to lack of access to other

databases, which restricted the scope of the review. Secondly,
the language selected was a limitation, as only articles in
English were considered, excluding publications in other
languages that could have provided relevant information.
Finally, the exclusive use of articles as a data source also
represents a limitation, since other types of documents that
could have enriched the analysis were omitted. These three
factors limited the breadth and diversity of our sample.

In conclusion, we can say that ML has contributed
significantly to industrialization and, over time, will automate
more processes and handle larger amounts of data. Industries
will have to adapt to these advances, conducting more tests and
collecting larger amounts of data to achieve greater accuracy
and improve their contributions. However, the lack of empirical
studies and long-term evaluations of the proposed applications
represents a notable opportunity for improvement, as most of
the techniques and applications described appear to be in
experimental or proof-of-concept phases, without sufficient
evidence of their effectiveness and sustainability in real and
long-term scenarios. Knowledge and familiarity with key
concepts such as IoT, neural networks, learning systems, and
forecasting will allow industries to better manage their data and
achieve greater efficiency, since over time there will be greater
changes and it will be necessary to adapt to and understand
these advances.

In addition, it is recommended to implement studies such as
Systematic Literature Review (SLR) and State of the Art
Systematic Review (SotA) to obtain a comprehensive and up-
to-date view. In addition, Systematic Mapping Review (SMR)
and Scoping Review will categorize and explore the breadth of
research, consolidating existing knowledge and guiding future
research.

It is suggested to analyze articles from other repositories
such as Web of Science (WOS) and SciELO, among others, to
obtain a broader and more diverse perspective of the literature.
It is also recommended to conduct specific studies on topics
identified as emerging or insufficiently explored during the
review, such as specific applications of RL, IoT and ML
integration, and the impact of ML on industrial sustainability,
to deepen knowledge and potential practical applications.

In the context of ML applied to industrialization, various
challenges and opportunities are identified that outline future
lines of research. Many applications described in the literature
are in experimental or proof-of-concept stages, which limits
their wvalidation in real scenarios. In addition, ML
methodologies face difficulties in adapting to the variability of
data and operating environments characteristic of industrial
contexts, which poses the challenge of generalizing solutions
and ensuring their integration with existing technologies.

For example [43], highlights 2 challenges. First, many
algorithms have been validated mainly through simulations
with synthetic data, which makes it difficult to consolidate them
in practical environments. Second, deep learning-based
algorithms often require large volumes of data for training,
which represents an obstacle for organizations that do not have
sufficiently large and representative data sets.

On the other hand, there are significant opportunities for the
development of ML in industrialization. These include the
expansion of applications in emerging sectors, such as industrial
sustainability, energy efficiency, and waste management. In
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addition, the integration of ML with the IoT could improve
automation and real-time monitoring, while CNN offer
great potential for specific applications, as seen in factor
analysis.[42]

Finally, the expansion of research in less explored
regions represents an opportunity to generate unique
perspectives tailored to local needs. In Latin America, for
example, Brazil leads in scientific production, which
underlines the importance of promoting similar studies in
other countries in the region. In conclusion, overcoming
these barriers and taking advantage of these opportunities
could significantly contribute to technological progress
and competitiveness in various industrial sectors.
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