ABSTRACT: Herein, we introduce a new thermal contrast enhancement procedure for infrared images, acquired from a non-destructive evaluation of composite slabs through active infrared thermography experiments. This technique can compensate for the vignetting effect, as well as the non-uniform heating produced by the thermal excitation scheme. The proposed technique does not depend on any heat propagation model but almost exclusively on experimental data, because it is based on an unsharp mask operation using a median filter. The preliminary results show that real and apparent non-uniform heating is effectively compensated with this method, resulting in better images of possible internal defects than other classic methods like Differential Absolute Contrast (DAC), and therefore increasing the probability of more efficient detection and characterization procedures; specifically, the non-uniformity effect on the original sequence could be reduced by about 74%, according to a non-uniformity parameter defined in this work, as well.
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1. INTRODUCCIÓN

Infrared Thermography (IT) is defined as a technique that allows detecting and estimating characteristics or phenomena present under the surface of a body, through sensing the infrared radiation from the body, and determining the temperature distribution on its surface. In this sense, thermography can be used under two schemes: passive thermography, which works with system’s natural heat radiation, generated by its own operation or by interaction with other heat sources and fluxes [1]; and active thermography in which heating the material or system under study is required to create differences in temperature, which otherwise, would not be present or be imperceptible under natural conditions, [2] [3] [4].

The fundamental requirement for an active thermography experiment providing useful information is the existence of thermal contrast ($\Delta T$), or temperature difference between objects of interest (usually the defects sought) and the immediate surroundings. This
phenomenon takes place provided that these features have different thermal properties from the base material; therefore a thermal reflection occurs at the change of propagation medium [5].

The most common active IT technique is called Pulsed Thermography (PT) [6] in which the heating of the specimen is generated by a heat pulse (using lamps or high intensity flashes) whose width, in direct relation to the thermal conductivity of material, can be set from several milliseconds to a few seconds, making it a relatively fast method (Figure 1). The relevant information focuses on the cooling curves of the object studied, given that thermal contrast will be present in the region where a defect (change of medium) occurs under the surface; although, many researchers see a weakness in the contrast decay with time when using PT, a suitable pre-processing of pulsed thermograms can give this method strong advantages over phase or lock-in methods [7]. Figure 2a shows an example of a thermogram or thermal image extracted from a sequence of images obtained via Cincinnati Electronics InSb camera from a Carbon Fiber Reinforced Plastic (CFRP), in which there are several artificial square flaws of different sizes and depths.

If you look, for example, at the intensity profile along the horizontal white line in Figure 2a, you get the trace of Figure 2b. Note the clear presence of four peaks corresponding to defects whose intensity contrasts with the lower intensity of background; however, it is quite remarkable that the background thermal profile fits a concave curve. This behavior is basically due to two phenomena: the first, known as vignetting, that makes the captured image darker as it progresses towards its periphery, because of the distortion introduced by the camera lens, the own camera thermal radiation, and the conditions of the scene; and the second, known as non-uniform heating, caused by the natural dispersion of light from the lamps that heat the material in the PT, making the focal point where the lamps illuminate, more irradiated (and brighter) than its surroundings [5].

The direct consequence of the presence of uneven heating in the thermal images acquired from an active IT experiment is the reduction in intensity contrast in these images, and this contrast is proportional to the thermal contrast needed to detect and subsequently characterize any defective areas. Thus, the compensation of the uneven heating phenomenon improves the thermal contrast and the subsequent image analysis. This article presents a proposal for compensation of uneven heating, for which section 2 provides an overview of the most important techniques to improve the thermal contrast, following the description of the proposed methodology based on the filtering of images in section 3, to end the paper with the discussion of results and conclusions.

2. BACKGROUNDS OF THERMAL CONTRAST ENHANCEMENT

The original technique to improve thermal contrast is absolute thermal contrast $C_a$ (AC) [8] which is the difference between the temperature $T_{def}$ at any point on the surface (recorded on a thermogram) and the temperature $T_s$ of a healthy reference region (without flaws) throughout all of the recorded thermogram sequence (Equation 1). However, the temporal evolution of heat propagation is a common aspect in most of the contrast enhancement techniques taken into account, which influences all of them to a greater or lesser extent by uneven heating, which is primarily a spatial phenomenon.
\[ C^a = \Delta T(t) = T_{\text{def}}(t) - T_s(t) \quad \text{[Eq.1]} \]

This kind of contrast enhancement does not change the profile shape with respect to Figure 2b; it only subtracts an offset for all pixels of a thermogram, which depends on the reference region and the thermogram itself.

Other techniques are: relative thermal contrast \( C^r \) (RC), normalized contrast \( C^n \) (NC - whose result is shown in Figure 3) and standard contrast \( C^s \) (SC) [5], which are refinements to the definition of Equation 1 to reduce sensitivity to uneven heating, but they still need a priori selection of a healthy region. In an attempt to avoid this requirement, differential absolute contrast (DAC) emerged [9] based on the adiabatic one-dimensional model of heat transfer on the surface of a semi-infinite plate of flawless solid material heated by a thermal impulse.

\[ C_{\text{AD}}(t) = T(t) - \sqrt{\frac{t'}{t}} T(t') \quad \text{[Eq.2]} \]

An important refinement of DAC arises with the modified DAC method (m-DAC) [9], which takes into account the reflection of the thermal front at the non-irradiated side of the plate under inspection, as well as the effect of using a squared or exponential heat pulse, wide enough to hinder the approximation to an impulse \( \delta(t) \), when working with materials of poor thermal conductivity. Taking these aspects into account, the m-DAC method leads to Equation 3 (in the continuous frequency domain), where \( L \) is the thickness of the slab, \( \alpha \) is the thermal diffusivity of the material, and \( s \) is the Laplace complex variable. Nevertheless, when m-DAC is applied to thin plates and heat excitation approaches \( \delta(t) \), the results obtained are equal to the classic DAC for the first thermograms only. The Figure 4 shows the resulting profile from the application of m-DAC.

\[ \Delta T(t)_{\text{CADmod}} = T(t) - \]

\[ \mathbf{L}^{-1} \left\{ \frac{1}{s} \left[ 1 - e^{-(t_f)s} \right] \left[ \coth \left( \frac{sL^2}{\alpha} \right) \right] \right\} t' \cdot T(t') \quad \text{[Eq.3]} \]
Another interesting technique exists, called adaptive filtering, which is applied to 3D inspection of frescos [10]. This procedure takes into account the thermal spread in the three spatial dimensions [3] [11] to keep lateral conduction of heat from generating false alarms, which may occur with classical techniques based on a one-dimensional model. In this case, the proposed contrast is based on the difference between the real normalized contrast and the simulated normalized contrast by means of the 3D model of heat propagation as shown in Equation 4. In this equation, \( \varepsilon \) groups the optical properties of the material, \( \Phi_{ij}(t) \) and \( \varphi_{ij} \) are respectively the real and the calculated intensity of pixel \( ij \) of the thermogram corresponding to the time \( t \), \( t' \) is the time for a thermogram just after the thermal excitation and before receiving any internal defect (reference image), and time \( t_0 \) is the time for a thermogram captured before the heat pulse application, known as cold image. This technique works better when thermal parameters and geometry of the studied material are known with sufficient accuracy for computer simulation (a non-common case).

\[
\Phi_{i,j}(T, \varepsilon, t) = \frac{\Phi_{i,j}(T, \varepsilon, t) - \Phi_{i,j}(T, \varepsilon, t_0)}{\Phi_{i,j}(T, \varepsilon, t') - \Phi_{i,j}(T, \varepsilon, t_0)} - \frac{\varphi_{i,j}(T, \varepsilon, t) - \varphi_{i,j}(T, \varepsilon, t_0)}{\varphi_{i,j}(T, \varepsilon, t') - \varphi_{i,j}(T, \varepsilon, t_0)}
\]

[Eq.4]

3. DETAILS OF THE THERMAL CONTRAST METHOD PROPOSED

In general, the idea behind the proposed method is to try to identify and automatically remove the background of the picture from any defects that contrast with it. The background of thermograms consists of the sound surface of the slab tested, and so, it contains the information about non-uniform heating. Because this information corresponds to a low spatial frequency, a selective low-pass filtering could isolate the background warming, with the advantage of that filtering is based only on the information intensity of the pixels, not on the definition of intrinsic parameters of the material.

A fairly common type of filter to remove impulse noise or spurious details in an image, while preserving almost intact the low spatial frequency information, is the median filter [12] [13] [14]. Precisely, the more avowed feature is the less blurring effect it generates, because of two reasons: the non-attenuating intensity difference across edges and the non-shifting of borders unlike linear mask filtering [13]. In addition to the minimum blurring, the median operation allows even an outstanding and unwanted region or detail, of certain area in pixels, can be eliminated [12]. Actually, this work is based on using the median filter in order to extract the background heating profile, for which it is necessary to assume that defects are the main details to be removed from the original image.

Figure 5 shows a simple binary artificial image to represent the idea behind using the median filter to retrieve background information: given that the median value is set from the central position of the sorted data, it can be inferred theoretically that the maximum area in pixels of a defective region \( A_{ij} \) (formed by one or more pixels close to each other) framed within a squared kernel of side \( k \) pixels, to reject such a region, would be given by Equation 5:

\[
A_M = \frac{k^2}{2} - 1 \quad \text{[Eq.5]}
\]

Figure 5. a) Artificial image simulating a white defect over a black bottom. b) Intensity data ordered from small to greater.

Clearly, the kernel required for such an operation could become considerably large according to the expected size of the defects; for that reason, a strategy is also proposed to reduce the execution time that a large median filter mask would usually require. In the next paragraphs the steps of the proposed contrast enhancement methodology, called Background Thermal Compensation by Filtering (BTCF), are presented:

1) Initially, the images acquired just after the excitation of heat reaches the surface of the material, are extracted from a thermographic sequence, and then one of the cold pictures (not included in the
analyzed sequence because it appears before the pulse heat) is subtracted from them to reduce the noise patterns of the IR camera. Also, if camera has manufacturing defective pixels, these should be previously corrected [15].

2) As a primary requirement, the mask for the median filter must cover an area large enough to filter the non-uniform heating profile, eliminating the abrupt contrasts caused by possible defects. However, a considerable size can distort the actual background profile (Figure 6) and demand an exaggerated runtime. For the sequences used in this work, it was found that a value suitable for the lateral dimension $k$ of the filter mask is $\frac{1}{4}$ of the smallest side of the image, named $k_0$; nevertheless, smaller fractions of $k_0$ can be used.

$$k = \frac{1}{4} k_0$$

[Eq.6]

Thereby, the maximum area of defects that can be discarded by median filtering would theoretically be:

$$A_M = \frac{k_0^2}{32} - 1$$

[Eq.7]

3) To decrease the filtering runtime, while retaining the size of the region processed during the median value calculation, a strategy was chosen taking into account only some pixels inside the region. Each pixel is considered separately from its neighbors analyzed by a number of pixels $j$ in the four cardinal directions, as shown in Figure 7.

![Figure 7. Modified mask for median filter](image)

Then, applying this strategy, the calculation of the filtering value for the central pixel in the mask of side $k$, demands the same execution time as the application of the typical median filter with a mask of $k/j$ pixels side; thereby, $j$ plays a role of *decimate factor*. With such a mask, and an odd number of pixels on its sides, each side needs to be expanded to $(k - 1)/2$ pixels, retaining the value of pixels from the edge of original image area before applying the filter.

4) Once the median filter is applied on each image of the resulting sequence after step 1 (Figure 8a), the evolution with time of the non-uniform heating, $u_{n,m}(t)$, is obtained (Figure 8b). So, the compensated sequence (Figure 8c) is generated by subtracting the normalized non-uniform heating sequence, from a normalized version of the initial sequence, similar to the way that an unsharp masking technique gives an edge image [16]. In Equation 8, $U_{n,m}(t)$ and $u_{n,m}(t)$ are equivalent to the intensities of pixel $p_{n,m}$ in the thermogram corresponding to instant $t$ for the experimental and filtered sequences, respectively, and $t'$ is the time for the reference thermogram. Although absolute subtraction can be performed, normalization brings better results.

$$\tilde{U}_{n,m}(t) = \frac{U_{n,m}(t)}{U_{n,m}(t')} - \frac{u_{n,m}(t)}{u_{n,m}(t')}$$

[Eq.8]

![Figure 8. a) Former Thermogram; b) background heating in image 8a. c)Compensated thermogram.](image)
5) As an optional processing step, it is possible to apply an iterative filtering \([17]\) on the final sequence to improve the SNR of the compensated images. If \(F_{\text{med}}^3\left(I_t(p_{n,m})\right)\) denotes the value of a pixel \(n,m\) filtered with a 3x3 median filter and belonging to the image of instant \(t\), then the iterative filtering stops (according to a user-definable factor) in the iteration \(i\) if the following is satisfied:
\[
\frac{\text{MSE}_{i} - \text{MSE}_{i-1}}{\text{MSE}_{i-1}} \leq \text{factor} \quad \text{[Eq.9]}
\]
Where:
\[
\text{MSE}_i = \sum_{t} \left(\left(F_{\text{med}}^3\left(I_t(p_{n,m})\right)\right)^2 - \left(F_{\text{med}}^3_{i-1}\left(I_t(p_{n,m})\right)\right)^2, \forall n,m\right)
\]
As can be seen, the mean squared error calculation is based on the differences among the filtered values of all the pixels of the entire sequence in any iteration and those calculated in the previous iteration. The flow diagram in Figure 9 summarizes the entire proposed procedure.

4. DISCUSSION OF RESULTS

The thermal sequence used in tests was acquired from an active IT experiment under the conditions shown in Table 1.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>InSb CCD Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image resolution</td>
<td>320x256 pixels</td>
</tr>
<tr>
<td>Intensity resolution</td>
<td>14 bits</td>
</tr>
<tr>
<td>Acquisition frequency</td>
<td>157.8Hz</td>
</tr>
<tr>
<td>Excitation source</td>
<td>Photographic flash</td>
</tr>
<tr>
<td>Thermal pulse width</td>
<td>5 ms</td>
</tr>
<tr>
<td>Radiant energy</td>
<td>6.2 KJ</td>
</tr>
</tbody>
</table>

Since the objective of this contrast enhancement technique is to compensate the effect of uneven heating, a quantitative criterion to evaluate this non-uniformity was defined, as expressed by Equation 10.

\[
\theta_g = \frac{1}{N} \sum_t \frac{\max(I_t(p_s)) - \min(I_t(p_s))}{\max(I_t) - \min(I_t)} \forall p_s \in S \quad \text{[Eq.10]}
\]

Where: \(I_t\) is the image corresponding to instant \(t\), \(S\) is a subset of pixels belonging to the sound area of the material, \(N\) is the total number of thermograms, and \(\theta_g\) is the named \textit{global relative background non-uniformity} value. In practice, 36 pixels \((p_s)\) were extracted forming a symmetric grid, which extends lengthwise and crosswise over sound areas of each image.

Equation 10 seeks at first, to calculate the difference between the maximum and minimum points on the background heating curve, only using the information given by the previous 36 pixels; later, this difference is normalized with respect to the dynamic range of the image (taking all pixels). Because the background heating curvature is different for each thermogram (decreasing with time), all of differences calculated with Equation 10 are added, resulting in a unique value. Using this criteria, Table 2 shows the effect of different decimate factors \(j\) over the performance of the compensation technique proposed, and execution time in MATLAB, running on a PC with 2.93GHz CORE 2 DUO processor and 4GB of RAM. As a comparison, the non-uniformity value \(\theta_g\) of the original thermal sequence, with no bad pixels, is 0.55.
Table 2. Filter Mask decimation effects on compensation.

<table>
<thead>
<tr>
<th>Value for $j$</th>
<th>Non-uniformity $\vartheta_g$</th>
<th>Execution time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.141</td>
<td>97.34</td>
</tr>
<tr>
<td>4</td>
<td>0.142</td>
<td>25.29</td>
</tr>
<tr>
<td>8</td>
<td>0.167</td>
<td>9.22</td>
</tr>
<tr>
<td>16</td>
<td>0.209</td>
<td>2.58</td>
</tr>
</tbody>
</table>

Figure 10 reveals the thermal contrast obtained after applying the methods AC, NC, DAC, and BTCF on the same thermogram from a sequence of 132 thermograms of 226 x 228 pixels each one. The BTCF technique was applied with $k=57$, $j=4$ and without iterative filtering at the end.

It may be noted that results of the last three contrasts considered are similar, but the proposed technique virtually eliminates non-uniform behavior from the background intensity, which is related to both uneven heating and vignetting effect. In Figure 10e, in spite of showing a more uniform background, in some regions the image is a little less dark than images 10c and 10d, because the medium and high frequency intensity variations (especially noise) are distributed above and below the new filtered background of each thermogram, intensity of which tends to zero after compensation; as the minimum gray intensity is zero, the backgrounds are a little lighter on average, although much more uniform.

The previous result is more noticeable in Figure 11 where 3D surfaces are obtained by taking the intensity of the pixels as a third dimension. Meanwhile, Figure 12 compares the spatial profiles (peak amplitude normalized to 1) extracted from contrast thermograms of Figure 10 by taking the pixels of row 116 (the same as in Figure 2); here, the best performance in contrast enhancement is also appreciable.

Furthermore, Table 3 compares the performance of the four techniques used, based on the non-uniformity values for resulting sequences after application of each, and their execution times in MATLAB (without considering iterative post-filtering for BTCF contrast). The best compensation reached by BTCF algorithm is evident. Although its time of execution is greater than the others, this time may be reduced by adjusting the decimate factor $j$ for filtering mask size.

Figure 11. a) 3D surface for DAC; b) for NC; c) for BTCF.

Figure 12. Spatial plots superimposed for different techniques. With BTCF the bottom intensity tends to stay about zero.

Table 3. Comparing techniques with regard to background heating compensation.

<table>
<thead>
<tr>
<th>Thermal contrast technique</th>
<th>Non-uniformity $\vartheta_g$</th>
<th>Execution time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>0.550</td>
<td>0.34</td>
</tr>
<tr>
<td>NC</td>
<td>0.345</td>
<td>0.37</td>
</tr>
<tr>
<td>DAC</td>
<td>0.289</td>
<td>0.40</td>
</tr>
<tr>
<td>BTCF</td>
<td>0.142</td>
<td>25.29</td>
</tr>
</tbody>
</table>
To demonstrate the consistent performance of the proposed compensation technique, the vertical mixed profiles for thermograms 30, 60, 90 and 120 are shown in figure 13. It is clear that SNR gets worse with time because the heat propagates in such a way that all points inside the material tend to reach a thermal balance; however, the level of noise in the images is preserved throughout the sequence. In the same way, it is noticeable that the mean level of sound points (background of contrast images) remains close to zero; so, the great advantage of the proposed method is that it virtually preserves a flat background for all regions of the image (Figures 10, 11 and 12) and for all thermograms (Figure 13).

Finally, Figure 14 compares an expanded version of Figure 13d with the same profiles after passing through iterative median filtering: the noise level decreases significantly, and SNR improves.

5. CONCLUSIONS

An algorithm to improve thermal contrast from an active IR thermography procedure on composite plates was developed, which is able to compensate adequately for the vignetting effect (optical effect) and non-uniform background heating without relying on any model of heat propagation and based only on experimental data acquired. The main idea of this method lies in that the physical effects mentioned correspond to variations in intensity of low spatial frequency, and so a median filter can be used to extract the background heating profile from each thermogram of the sequence, assuming that any defects are higher frequency details; later, those profiles are subtracted from the original images to obtain the information generated by the heterogeneity of the material and possible internal defects of such. Thus, the non-uniformity effect on the original sequence could be reduced by about 74%, under conditions described in former paragraphs.

The algorithm proposed requires as parameters, the size \( k \) of median filter mask, and the decimation factor \( j \) of the same. Respecting dimensions, the size of mask must be chosen according to the size of possible defects and the shape of background heating profile. Thereby, the kernel area in pixels should be greater than twice the area of the largest expected defective region; at the same time, the kernel should not be too large to distort the very low frequency profile and increase the filtering runtime too much. After an experimental study, a mask size equal or less than to \( \frac{1}{4} \) of the shorter side of images was found to be suitable for a minimal distortion of the background heating profile, whilst sufficiently large to eliminate defective details visualized.

With regard to execution time, the decimation of the median filter mask has a positive effect in decreasing execution time of the algorithm proposed, without substantially changing the heating profile information needed to enhance the thermal contrast. This technique consists of discarding some pixels in the mask to perform the filtering, but preserving the effective area of filtering.

Also, it is interesting to note that the noise level and its mean around zero tend to be preserved for all thermograms with the technique proposed. The iterative median filter at the end of the five procedures tested improves SNR of the final images; however, this is most noticeable in the proposed technique because the background intensity values are distributed around zero.

As future work, the enhanced intensity data obtained from this contrast method will be used as input to a
detection and characterization stage of internal flaws, to carry out a comparative analysis that allows establishing quantitatively the impact of BTCF contrast on detection and characterization goals, although it is presumable that the more contrast enhancement, the more success in finding defects and estimating their features.
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