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Abstract
The learning and teaching of Programming can benefit from the principles of Computer Supported Collaborative Learning (CSCL). With that purpose in mind, the COLLECE system was created to support synchronous collaborative programming in learning settings. Unlike other systems with similar objectives, COLLECE incorporates many elements to support group awareness. This article presents an empirical study in which the usefulness of some of the awareness mechanisms included in this system is evaluated. One of the main contributions of this work is the combination of different techniques to evaluate interactive systems, such as questionnaires, laboratory testing, heuristic evaluation, automatic logging and eye tracking techniques. The joint use of these techniques (of both a subjective and objective nature) allows us to carry out a more complete analysis of the system under study and, in particular, about its support of awareness.
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1. Introduction
The advantages that have arisen lately in the area of telecommunications and the Internet have allowed the principles of Computer Supported Cooperative Work (CSCW) [1] to be applied in several fields; programming learning is one such field. In collaborative programming two or more members of a team collaborate synchronously on the same programming task from geographically distributed locations, using generic or specific groupware tools.

In order to support this activity, the COLLECE tool (COLLaborative Edition, Compilation and Execution of programs) was developed [2]. COLLECE allows for the editing, compilation and execution of programs written in Java and C languages. This system has been evaluated in several settings with different goals. For example, the quality...
of the products obtained by a group of programmers has been analyzed, together with the process that results in these programs as final solutions to a problem [3]. We have also carried out some evaluation studies based on users’ opinions. We have worked with programming students as well as with developers from a software company [2].

One of the most important features to consider when developing groupware systems is their awareness support [4]. Awareness can be defined as the perception of the activity the members of a group are undertaking and their knowledge about it. The use of techniques for awareness support allows for a context to be provided on the activity itself, and this improves the effectiveness and efficiency of the group work [5].

In this work we focus on analyzing and evaluating the awareness mechanisms provided by the COLLECE system. Unlike previous evaluations, which were mainly based on the subjective opinion of users, in this work we propose to complement such information with that which is provided by an eye tracker device. The concept of eye tracking refers to a set of technologies which monitor and record the way a person looks at a particular scene or image, and, specifically, in what areas he/she focuses his/her attention, for how long and in which order he/she visually explores the material provided. The eye tracking technique has been applied in various disciplines and areas of study: marketing, advertising and evaluation of user interfaces (including web pages) [6,7], etc. By applying this technique, evaluators can obtain objective measurements of a physiological nature about users’ visual behavior when they interact with an interactive application. In addition, we can complement the data provided by subjective sources of information (for example, the learner’s subjective perception collected by questionnaires about his/her satisfaction) and contrast it with this objective source of information.

The remainder of the paper is structured as follows: in the following section we review the main works related to the field of collaborative programming, as well as some techniques for the evaluation of collaborative systems. Next, in Section 3, we describe the features of the COLLECE system, focusing on its awareness support. In Section 4 we move on to describe the results of the empirical study carried out, as well as the results obtained. Lastly, in Section 5, we present the conclusions derived from the work and the following lines of research.

2. Background

In this section we review some related work and present some foundations that will be useful for an adequate understanding of the work we describe in this article. First, we talk about awareness and its support in collaborative programming systems. Later, in Section 2.3, we talk about techniques for evaluating the usability of collaborative systems as well as their awareness support. Section 2.4 deals with the use of eye tracking techniques to evaluate these aspects more objectively.

2.1. Awareness support in collaborative systems

Collaborative systems introduce new concepts and requirements, such as shared workspaces and collaboration protocols, which do not exist in single-user systems. Perceiving and understanding the responsibilities, activities and intentions of other members of a collaborating ensemble is a basic requirement for group interaction [8]. In face-to-face interaction, it is easy for collaborators to establish a shared background of understanding about who else is present in a workspace, what other collaborators are doing, and so on. However, when group members are geographically spread out, maintaining awareness of group members is much more difficult. In order to facilitate group collaboration effectively, groupware systems must provide group awareness support. Group awareness is defined as “an understanding of the activities of others, which provides a context for your own activity” [4].

Many techniques have been applied in several systems to support group awareness. The more commonly used mechanisms of capturing and presenting awareness information are the called 2D on-screen awareness mechanisms. This group includes the WYSIWIS (What You See Is What I See) technique, and the incorporation of telepointers, radar views, multi-user scrollbars, or fisheye views [9,10] in graphical user interfaces of groupware systems. All these mechanisms are based on capturing and tracking keyboard events, mouse events or viewports to obtain information about collaborators’ activities in a shared workspace. Other systems incorporate audio and video-mediated awareness mechanisms. The use of audio and video channels is very useful in supporting communication between members of a group. In recent years a new category of awareness mechanisms has gained the attention of researchers: sensor-mediated awareness mechanisms. This approach proposes the use of specialized sensors, visual signals and devices to support group awareness. Examples of such tools include eye tracking, electronic badges and sensors or even wearable appliances [11].

2.2. Systems for supporting Collaborative Programming

Computer Programming is a complex and creative task that can take advantage of collaborative environments and thus be supported and enhanced using groupware systems and distributed architectures. Collaborative programming allows distributed programmers or students that are learning this discipline to work together on the same program or software application. Collaborative Programming is a promising tool to scaffold the collaborative learning of Programming, especially since Programming is a difficult subject for students to learn and for teachers to teach. Johnson [12] points out that the process of analyzing and criticizing software artifacts produced by others is a powerful method for learning programming languages, design techniques and application domains.

There are a great number of works that have faced the challenge of supporting Distributed Collaborative Programming...
Programming. For example, RECIPE (REal-time Collaborative Interactive Programming Environment) [13] allows programmers who are geographically spread out to concurrently participate in the design, implementation, testing, debugging and documentation of a program. In order to achieve this, RECIPE allows for the conversion of single user compilers and debuggers in collaborative applications. In the same way, it allows for the integration of existing collaborative editors into the system. However, it does not provide specialized tools for the communication among programmers, and it also lacks some awareness support tools due to its high coupling. Another environment that supports the edition, compilation and execution of programs is DPE [14]. This system includes some communication channels, both textual and audio-based. However, DPE also has limited support for awareness and task coordination. Other similar approaches have attempted to integrate collaborative support in the Eclipse environment by making use of plug-ins. One of the most relevant works in this field is Jazz Sangam [15], which, among other functionalities, includes instant messaging and version control.

Such systems usually have some limitations regarding awareness support due to their high coupling and to the lack of specific tools for coordination and communication. Thus, the presence of elements for awareness support is one of the most relevant defects of most systems that support collaborative programming, even when it is an essential feature for improving the experience of the collaborative work. Therefore, one of the points on which we focused when developing COLLECE, was the suitable awareness support, as we will discuss in Section 3.

2.3. Techniques for evaluating Collaborative usability and awareness support

One of the main needs that arise once a collaborative system has been implemented is to evaluate its usability and the support it gives to the collaborative activity.

Different methods have been proposed to evaluate usability, but they mainly refer to single-user systems. These methods include consistency inspection techniques, techniques for inspecting standards, the use of cognitive walkthroughs and heuristic evaluation [16]. However, these techniques, although they are useful up to a point, are not the most appropriate for the evaluation of groupware systems. Therefore, other techniques are used to evaluate the usability of this type of systems. The work carried out by Pinelle and Gutwin [17] suggests that groupware usability be defined as the “extent to which a groupware system allows teamwork to occur –effectively, efficiently and satisfactorily– for a particular group and a particular group activity”. Some of the new techniques for groupware usability evaluation are basic inspection methods, cognitive walkthroughs adapted to collaborative systems [17] and an adaptation of the Nielsen heuristics for application to groupware systems [18].

In this work we are interested in the evaluation of awareness support of collaborative systems. There are several works that address this issue. In Convertino et al. [19], the authors carried out some evaluation studies about activity awareness. This has been achieved by means of some tasks in which whether the mechanisms perceive both synchronous and asynchronous work is tested. The suitable choice of these tasks, which should copy the real work carried out with the tools, is the key to performing a valuable evaluation. In general, there are several problems that must be faced when evaluating awareness support. On the one hand, the first problem is the fact that the reception of awareness information may generate an interruption in the work of the user, and on the other hand the second is the possible interference in the privacy of the user that may occur when managing and visualizing such information. Both problems are analyzed in works such as the one by Röcker and Magerkurth [20], in which they try to find a different approach to the design of user interfaces that solve those problems. Lastly, we want to mention the checklists proposed by Antunes et al. [21], which can be very useful for software developers when examining the quality of the awareness support in their developments.

Several authors have tried to formalize the different concepts relating to awareness by proposing theories, frameworks and taxonomies and have tried to help developers and evaluators when considering these aspects in the development and evaluation of collaborative systems. One of the most outstanding contributions in this field is the Theory of Awareness by Gutwin & Greenberg [22], which includes a framework that defines different awareness elements and makes the validation of awareness support possible by means of a set of relevant questions. The main contribution of the work by Gutwin and Greenberg has been to identify the elements of knowledge that make up the core of workspace awareness, each one relating to the question answered in order to provide that element of knowledge.

However, most of these awareness evaluation techniques are based on heuristic frameworks and the use of questionnaires and checklists completed by experts (in the case of heuristic evaluation) or by system users. Most of these techniques are highly subjective and, therefore, the results obtained in their application are highly subject to biases. In this paper we propose complementing such evaluation with more objective techniques, in particular, with eye tracking techniques [6].

2.4. Using Eye tracking techniques to evaluate collaborative systems

Interest in the use of eye tracking techniques has increased in recent years as a means of understanding and analyzing the visual attention of users. Eye tracking sessions allow us to draw conclusions about the behavior of visual exploration that users perform when interacting with a software system. Since those measures are of a physiological nature, the results are less subject to biases and cannot be controlled by users. This analysis technique has been used successfully in usability studies of single-user interactive systems, mainly web pages [6,7].
When we carry out an eye tracking sessions, we can perform a quantitative analysis of the test results or a qualitative one. In this last case, we can use two representations: heat maps and scan path or gaze plot, which allows us to graphically show the visual behavior of a user or a group of users. If we want to perform a quantitative analysis, we can use several metrics that we can collect by means of the eye tracker device [7]. These metrics can be used to determine the areas of the interface where users focus their attention or the cognitive effort involved when they try to understand the visual information provided. Before obtaining the metrics it is necessary to define the so-called areas of interest (AOI) of the image displayed. The definition of these AOIs depends on the specific task that is to be performed, and it delimitates those areas of the displayed image or user interface for which we want to obtain the metrics.

Most metrics collected are related to the number and duration of the so-called fixations (when the eye remained stationary, focused on an AOI for a certain period of time). It is necessary to point out that a metric can be interpreted in different ways. For example, longer fixations can mean that a user found a particular area interesting but it can also mean that they found the area difficult to interpret. Hence, it is important to attempt to supplement eye tracking data with additional information gained from the participants about their experiences during the activity.

Recently, eye tracking research has witnessed a leap from the single-user scenarios to multiple user, collaborative domains. New concepts have appeared, such as the so-called dual eye tracking [23] or remote transfer of points on which the user is focusing his/her attention (called gaze transfer [24]).

We can see, therefore, that there is great potential in using this new source of information for evaluating interactive systems in general, as well as collaborative systems, more specifically. Using the metrics provided by the eye tracker allows for contrast and complements other information sources commonly used for assessing these systems. In our case we will use it to determine the usefulness of the different awareness mechanisms included in the COLLECE system, whose main features are detailed in the following section.

3. A collaborative programming CSCL system: COLLECE

The COLLECE (COLLaborative Edition, Compilation and Execution of programs) system [2] allows users to edit a program or code fragment, to compile it and to run it collaboratively. Up to now, the languages supported have been Java and C. Because the system is primarily used for teaching-learning purposes, two different actors are recognized: teacher and student. The teacher defines the work sessions and arranges the users participating in them by using management tools. A session is defined by name, type, file containing the formulation of the problem to be solved and schedule in which the session has to be carried out.

In order to carry out the programming tasks, an explicit collaboration protocol must be followed. First, the students create a program using the collaborative editor (Fig. 1, ①). They are then able to compile the program, receiving a list of compilation errors (Fig. 1, ②). Finally, they can execute the program providing that a compiled program is available. Iterations are possible between these three tasks. However, despite this script, the students are free to make their own decisions on when to edit, compile and execute, as well as to decide who is responsible for each task. To do so, coordination tools are available in the workspace to regulate the navigation through the collaboration protocol.

Such coordination processes are modeled with a simple protocol of actions extracted from language. In order to regulate the edition turn assignment (Fig. 1, ③), we identified the following acts: Request the edition turn, Give and Don’t give. With these acts, a user can request the edition turn, and his/her fellow users can express his/her agreement or disagreement. When all the users in the group agree, the assignment is made. Similar actions are used for coordinating when to compile and when to execute the program (Fig. 1, ④ and ⑤, respectively). These coordination tools support multiple proposals, that is to say, proposals coming from more than one user. As a result, lists containing the historical proposals are necessary as they enable a user to select the proposal to which he/she wants to respond.

The communication during the tasks takes place by means of a structured chat (Fig. 1, ⑥). This chat is structured because it offers a pre-established set of communication acts, aimed at providing explicit communication acts that encourages the users’ participation, reducing the writing load and focusing the users on the task. Apart from the so-called structured messages, the chat also provides the users with free text messages and the possibility of selecting one of the last messages sent in order to reuse it.

In the final COLLECE user interface four main areas are identified: the edition area at the top (Fig. 1, ① and ③), the console in the middle (Fig. 1, ②, ④ and ⑤), the chat at the
bottom (Fig. 1, 3) and the session panel on the right (Fig. 1, 7). Two functions of the system allow users to consult the formulation of the problem as well as the compilation statistics. The former shows a textual description of the problem to be solved. The latter displays an ordered list of compilation errors and their frequency, so that the students are aware of their more frequently made mistakes.

Besides coordination and communication tools, awareness support is also available in COLLECE. COLLECE deals with the problems of awareness by providing a number of mechanisms to provide information about people, their state and their actions. Specifically, awareness in COLLECE is made possible by means of a number of elements: (i) session panel (Fig. 1, h); (ii) global state (editing, compiling or executing) (Fig. 1, k) and individual state (Fig. 1, i); (iii) tele-pointers, in the form of a colored rectangle drawn around the source code line (Fig. 1, b); (iv) lists of interactions (Fig. 1, e); (v) semaphores (Fig. 1, f); (vi) beeps, when actions occur; (vii) users' position in the source code (Fig. 1, c); and (viii) other mechanisms (Fig. 1, a, d, g and j) such as rectangles and labels to highlight the user and show some elements of information.

The system, developed using Java technology, operates on client/server architecture. The data management as well as the synchronization services for implementing the synchronous collaboration is centralized on a server, whereas the distributed clients (the users executing the system) access the system from a web page.

As was stated in the introduction, COLLECE has been evaluated several times and from different points of view. However, most times the source of information used has been one of a subjective nature. That is, the evaluation has been based on the opinion of students or software developers, questionnaire being the most commonly used technique. Therefore, in this work we propose to complement those evaluative works with additional information of a more objective nature that may be collected during the collaborative edition activity. Thus, in this evaluation we will combine techniques such as questionnaires about subjective perception, heuristic evaluation, testing and automatic logging techniques, retrospective thinking aloud (RTA) and, lastly, eye tracking techniques applied in the context of a usability laboratory.

4. An empirical evaluation of COLLECE

In this section we are going to describe the details of the experience carried out to evaluate the different elements of awareness support included in COLLECE. We have focused on evaluating the usefulness for the users of each one during a session of collaborative programming. In order to achieve this, we have used several sources of information. Next, we are going to describe the sample that took part in this experience, as well as the task they had to perform. We will then talk about the design of the experience and the results obtained in it.

4.1. Participants

Ten subjects took part in the experience. All of them were students on the Systems for Collaboration course: a subject in the fifth year of Computer Science studies of at the University of Castilla-La Mancha (UCLM). All of them voluntarily agreed to participate in the experimental task.

4.2. Experimental task

The task to be carried out by the participants consisted in modifying a Java program provided to them at the beginning of the session. The program made use of the ICE (Internet Communication Engine) framework in order to create some client and server threads, so that the task had an intermediate complexity. Participants had a maximum time of 15 minutes to finish the activity. Five groups of two students were created randomly.

4.3. Laboratory settings and equipment

The experience was carried out at the Usability Lab, owned by the CHICO research group at the UCLM. The laboratory includes, besides the common resources for any computer lab, the proper equipment for usability and accessibility testing of interactive systems: eye tracking testing equipment, several testing and interview rooms (equipped with cameras, microphones and a PA system) and an observation room for monitoring tests. The equipment used for eye tracking was a Tobii X60 model1. In order to design, carry out and subsequently analyze the eye tracking session, Tobii Studio 3.0.2 software was used.

Before performing the final evaluation, a pilot test was carried out. Four professors and researchers participated in it. As a result of the pilot test, some eye tracking testing conditions which can interfere with the session were controlled. Thus, the testing room was prepared to carry out the final test. This phase allowed us to decide which eye tracking measurements to consider in the final test and how to interpret of each of them.

During the experimental task, two computers were used, one for each member of the pair. Both computers were connected to the Internet. Even when both users were in the same room, they could not see the screen of the other member. Moreover, they were not allowed to talk to each other. Instead, they had to use the communication and coordination tools that are integrated in COLLECE. As such, the scenario of distributed collaborative programming to which COLLECE gives support was, therefore, more accurately recreated. One member of the group used the computer that had been equipped with the eye tracking device, whereas the activity of the second member was recorded by means of a camera pointing at his/her screen (Fig. 2). Both recordings (the one by the eye tracker and the video recording) were synchronized.

1 http://www.tobii.com
4.4. Experimental procedure

During the development of this empirical study three stages were followed: filling the pretest, intervention or test phase (realization of the experimental task) and posttest. Each pair of participants was summoned at different times to perform the task. The maximum duration of the test for each group was 15 minutes. The methodological recommendations of Nielsen and Pernice [25] were followed for the design and further development of eye tracking tests.

4.5. Data collection techniques

Data from the experiments were gathered using the following techniques:

- **Screen and video recording.** The subjects’ monitor screens were recorded. Also, all interactions with the application involving the subjects in the shared workspace were captured. COLLECE includes a module for the analysis and recording of the collaborative editing process. This module allows us to make an automatic log of the main interactions performed by workgroups and calculating frequencies of use of the main functionalities of the system. Examples of such interactions included programming events (e.g. editing, compilations, executions), communicative events (e.g. text messaging), and coordination activities (e.g. turn changes).

- **Questionnaires.** The subjects were asked to fill out several questionnaires. Before proceeding with the experimental task, participants filled out the pretest in paper form. This questionnaire aimed to determine their user profile, for which several items that should be scored on a Likert scale (1-5) were included. Subjects indicated their level of agreement or disagreement with eight statements, which were designed to measure their level of programming knowledge and level of expertise in Java and ICE; their level of theoretical knowledge on collaborative systems and the techniques for supporting awareness; and finally, his/her experience in the use of collaborative tools, collaborative programming tools and the use of the COLLECE tool.

Then, students scored the level of perceived usefulness (PU) and intention to use (ITU) of each of the awareness mechanisms included in the COLLECE system (as described in Section 3) on a scale of 1 to 5. These last aspects can be measured by applying the TAM evaluation framework (Technology Acceptance Model) proposed by Davis [26]. TAM is one of the most widely accepted theories among information system researchers to study the system-acceptance behavior of users [27]. TAM was the first model to mention psychological factors affecting computer acceptance. In this work we have adapted some of the questions proposed by this framework in order to determine the subjective perception of students about the use of the different awareness elements supported by COLLECE.

![Figure 2. Overall scheme of the experiment settings. Source: The authors.](image-url)
Once the pairs of students finished the modification and extension of the program task, they went on to individually complete the posttest. In this last phase, students had to score, using the same scale that was supplied before the test (adapted from the TAM evaluation model), the perceived usefulness (PU) of the main awareness elements supported by COLLECE, but considering, in this case, their use during the realization of the experimental task.

Finally, and taking into account the profile of the participants (students from the Systems for Collaboration course), the ten participants adopted the role of experts in groupware user interfaces and moved on to perform a heuristic evaluation of the COLLECE system, making use of the dimensions and sub-dimensions that the framework of Gutwin and Greenberg includes [22]. This last questionnaire included twelve questions. Each question offered the experimental subjects a choice of five alternative answers ranging from 1, “very poor support” to 5, “very good support”. The purpose of the five-point scale questionnaire was to determine the support provided by COLLECE in terms of workspace awareness. In Table 1, the questions included in this last questionnaire are shown.

- **Eye tracking**. After the pretest was completed, the pairs of students moved on to the test or intervention phase. Before beginning, the eye tracking device was calibrated for one of the members of the pair. It must be noted that not all people can participate in a task of this type. This is because there are problems with calibration when the participant uses bifocal glasses, contact lenses or if the lighting conditions are not appropriate. These factors affect the reliability and validity of the data obtained, and, as such, subjects who use vision aids should be eliminated from the final sample. The Tobii Studio software allows us to identify problems during the tracking of the subjects by showing a percentage that indicates the precision and quality of the samples obtained. In the study conducted almost all participants had an accuracy level of about 90%, so it was not necessary to remove any of them from the final sample.

In an eye tracking session we can extract a large number of metrics that can be interpreted such as measures of interest, cognitive load, emotional arousal, etc. As we have mentioned above, we are interested in measuring the usefulness of the different mechanisms for supporting awareness included in the COLLECE user interface. The two metrics provided by the eye tracker device to measure user interest or attention in a certain area of the image (AOI) are the number of fixations (#Fij) and the inspection time of an AOI. Since in the activity solved by the students there was no time limit, it is more appropriate to consider, instead of absolute times, relative times, i.e. the percentage of inspection time (%Insp) spent by each subject to inspect each of the representations with respect to the total time devoted to analyzing the entire image.

- **Observation**. The experiments were closely monitored by an observer placed in the control room with the support of observation monitors.

- **Retrospective Thinking Aloud (RTA)**. As we have mentioned above, an eye tracking metric can be interpreted in different ways. Hence, it is important to attempt to supplement eye tracking data with additional information gained from the participants about their experiences during the activity. To decide upon the final interpretation of each metric, it is useful to apply a retrospective thinking aloud (RTA) session, which is commonly used for usability testing. In this method, once the tasks were completed by participants, they replayed the eye tracking session again and verbalized their experiences while doing the tasks. The application of such method helped us to determine the most suitable interpretation for the metrics gathered during the eye tracking session.

- **Interview**. Also, we used some open-ended questions in interviews, the purpose of which were to ascertain the opinion of participants about the strengths and weaknesses of the COLLECE system, focusing mainly on its user interface and its awareness support. Also, students could make proposals to improve the user interface of the system.

### 4.6. Results and discussion

In this section we analyze and interpret all the information gathered throughout the task. As noted, we obtain values from different sources. Some of them are of an objective nature (total time taken to perform the task and the metrics provided by the eye tracker), while others are obtained from the questionnaires provided (level of knowledge, perceived usefulness, intention to use, etc.).

In Table 2 we show the values relative to the profile of the users who participated in the task. The mean values of the responses given by the participants are shown. As we can see in the table, participants had little experience in the use of the tool ($M = 1.70$), but had an average understanding of the theoretical foundations of CSCW ($M = 2.80$) and awareness ($M = 2.60$). Most of them believed that they were good at programming ($M = 3.90$) and the use of the Java language ($M = 4.00$), but not a very high level of knowledge in ICE ($M = 1.60$).

| **Table 1**. Dimensions, sub-dimensions and questions proposed by the Gutwin and Greenberg framework.* |
|---|---|---|
| **Dimension** | **Sub-dimension** | **Questions** |
| Who | Presence | Is anyone in the workspace? |
| | Identity | Who is participating? Who is that? |
| | Authorship | Who is doing that? |
| What | Action | What are they doing? What are their current activities and tasks? |
| | Intention | What goal is that action part of? |
| | Artifact | What object are they working on? |
| | Changes | What changes are they making? Where are changes being made? |
| | Activity Level | Are they active in the workspace? How fast are they working? |
| Where | Location | Where are they working? |
| | Gaze | Where are they looking? |
| | View | What can they see? |
| | Reach | What can they reach? |

Source: Adapted from [22].
Although, as discussed in Section 3, COLLECE includes a great deal of awareness elements, we will focus our analysis only on some of them. We defined six areas of interest (AOI) in the user interface of COLLECE, corresponding with six of the awareness mechanisms enumerated in Table 3.

Table 4 shows the ratings that the ten participants gave the main awareness techniques, before (pretest) and after (posttest) of the experimental task, according to the dimensions of the TAM evaluation framework [26]. The two dimensions that we want to contrast are those that measure the perceived usefulness (PU) and intention to use (ITU). Considering the answers given by users in the pretest, we can see that what most of them consider as most useful (PU). What they think they will consult more (ITU). Considering the answers given by users in the posttest, we can see that, once the task was completed, users still considered the session panel and semaphores as the most useful elements (PU) (M = 4.50). However, they believed the line number on which another group member is working was not useful during the activity (M = 3.30). As for the multi-user scrollbar, its evaluation in terms of usefulness improves once participants have passed the test phase.

Table 5. Some use and interaction counts (automatic logging module of COLLECE).

As it is stated in Section 4.5, COLLECE includes a module for recording all the interactions produced during the collaborative editing process. The utility of this information is greater the larger the sample and number of tasks performed by users are; however, this information is not particularly significant in this first evaluation, given the small number of groups participating in the activity. Still, this module allowed us to record the number of exchanged messages (#MessInter) by the five working groups, the number of compilations (#Comp), executions (#Exec) and turn changes (#TC) made by users (Table 5). This module also allowed us to verify that the groups did not make proper use of the sentence openers included in the structured chat. They used, in most cases, the opener “I think...” to start their contributions in chat. This behavior, identified in other previous studies, calls into question the utility of incorporating the structured chat in COLLECE and, particularly, in the task under consideration.

We will now move on to discuss the results and metrics obtained using the eye tracker device. In this case we can only comment on the data for the five participants whose behavior was recorded by the eye tracker. Most metrics calculated during an eye tracking session are calculated from fixations. The two metrics to determine the level of interest and therefore usefulness of a particular part of the interface are [7]: the number of fixations on an AOI (#Fij) and the percentage of total inspection time spent looking a certain AOI (%Insp). The calculated durations and times are measured in seconds. In Table 6 we can see the values of all these metrics for the six areas of interest defined in the COLLECE user interface.
Considering the values calculated for each AOI (Table 6), we see that the most consulted element is the session panel (greater number of fixations and percentage of time inspecting this element). These metrics coincide with the participants’ subjective assessment in the TAM questionnaire (Table 7), since it was considered to be the most useful element (PU) and with more intention to use (ITU) \((M = 4.80)\). According to calculated metrics, the elements which were consulted less by the participants (which were dedicated less inspection time) were the indicator of the global state and the line number on which the other member of the group is working (Table 7). Indeed, in the posttest these were the least valued elements (the valuation of PU decreases for both elements in relation to the rating given to them in the pretest) (Table 7).

Finally, as discussed in Section 4.5, the students were asked to rate the support provided by the COLLECE user interface to each of the dimensions included in the **framework of Gutwin and Greenberg** [22]. In Table 8 we can see the values assigned to each of them. Participants considered the support to dimension “who” of COLLECE was very good, mainly emphasizing the assessment of the sub-dimension **identity** \((M = 4.70)\). This information is displayed in the session panel of the application, which, as has been shown, is the most consulted element (highest %Insp) and considered most useful (high value of PU) by participants in the activity. As for the dimension “what”, that defines the action being done by other group members and what objects are being manipulated, was assessed positively, although not as much as the previous dimension. As for the sub-dimensions relating to “what”, those sub-dimensions that refer to changes being made by members of the group \((M = 4.30)\) and what artifacts were performed \((M = 4.00)\) were the most valued. The one that indicates the **level of activity** \((M = 2.80)\) was considered as less supported by the COLLECE interface. The dimension “where” was considered the worst supported by the system. In fact, the sub-dimensions that were scored the worst were those that refer to where the other group members are looking. That dimension is not supported by COLLECE (nor by most existing groupware systems), since eye tracking equipment would be necessary to record such information and transmit it to other group members. This is the idea behind recent works dealing with **gaze transfer** in the context of groupware systems and even in contexts of collaborative programming [28,29].

After completion of the test phase and posttest, students watched the recordings made during the experimental task, thus performing a **retrospective thinking aloud** (RTA) session, which sought to ascertain the impressions of the participants regarding the COLLECE system. A brief **interview** was then conducted with participants. This phase allowed for the identification of which were considered to be the strengths and weaknesses of the system and possible suggestions for improvements. Among the elements that were most valued by the participants is the support to coordination based on the assignment of turns and, among the most criticized, the **structured chat**. Also several participants suggested improving the identification of where the other member of the group is editing. Although this information is visually shown by the “AOI-Code Line”, perhaps its location at the interface, its visualization format or size is not ideal, since, as has been found, despite being one of the elements that was better valued in intention to use (ITU) in the pretest, it was less focused on by students (%Insp) and considered to be less useful for the task (PU in posttest). Participants also proposed including an additional audio channel, to display the numbering of the lines of code in the shared context (in the source code) and to increase the flexibility of the decision-making policy, which in the current version of COLLECE is based on consensus of all group members. This latest enhancement will be of particular interest when the number of members of each group is greater than two.

Table 6. Metrics provided by the eye tracker device**

<table>
<thead>
<tr>
<th>Area of Interest (AOI)-awareness</th>
<th>Number of fixations per AOI (#Fij)</th>
<th>Percentage of time spent on AOI (%Insp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOI-Session Panel</td>
<td>26.00 (17.82)</td>
<td>0.52 (0.31)</td>
</tr>
<tr>
<td>AOI-Editor</td>
<td>16.20 (10.43)</td>
<td>0.41 (0.30)</td>
</tr>
<tr>
<td>AOI-Multi-user scrollbar</td>
<td>13.20 (13.66)</td>
<td>0.35 (0.38)</td>
</tr>
<tr>
<td>AOI-Semaphores</td>
<td>11.40 (8.17)</td>
<td>0.16 (0.10)</td>
</tr>
<tr>
<td>AOI-Global state</td>
<td>5.60 (2.41)</td>
<td>0.10 (0.06)</td>
</tr>
<tr>
<td>AOI-Code Line</td>
<td>2.00 (2.35)</td>
<td>0.03 (0.03)</td>
</tr>
</tbody>
</table>

** We show the mean and, in parentheses, the standard deviation.

** Values for n=5 participants (whose behavior was registered by the eye tracker).

Source: The authors.

Table 7. Ratings of the awareness elements of COLLECE (TAM framework)**

<table>
<thead>
<tr>
<th>Area of Interest (AOI)</th>
<th>Perceived Usefulness (PU) - Pretest*</th>
<th>Intention To Use (ITU) - Pretest*</th>
<th>Perceived Usefulness (PU) - Posttest*</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOI-Session Panel</td>
<td>4.80 (0.45)</td>
<td>4.80 (0.45)</td>
<td>4.60 (0.89)</td>
</tr>
<tr>
<td>AOI-Editor</td>
<td>4.00 (1.22)</td>
<td>4.00 (1.22)</td>
<td>4.00 (1.00)</td>
</tr>
<tr>
<td>AOI-Multi-user scrollbar</td>
<td>3.60 (1.67)</td>
<td>3.60 (1.67)</td>
<td>3.80 (1.79)</td>
</tr>
<tr>
<td>AOI-Semaphores</td>
<td>4.80 (0.45)</td>
<td>4.60 (0.55)</td>
<td>4.60 (0.55)</td>
</tr>
<tr>
<td>AOI-Global state</td>
<td>4.00 (1.00)</td>
<td>4.00 (1.00)</td>
<td>3.00 (1.00)</td>
</tr>
<tr>
<td>AOI-Code Line</td>
<td>4.40 (0.89)</td>
<td>4.20 (0.84)</td>
<td>3.60 (1.95)</td>
</tr>
</tbody>
</table>

** We show the mean and, in parentheses, the standard deviation.

** Values for n=5 participants (whose behavior was registered by the eye tracker).

Source: The authors.

Table 8. COLLECE’s support given to the awareness dimensions and sub-dimensions of the Gutwin and Greenberg framework. *

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Sub-dimension</th>
<th>Score*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Who</td>
<td>Presence</td>
<td>4.50 (0.85)</td>
</tr>
<tr>
<td></td>
<td>Identity</td>
<td>4.70 (0.67)</td>
</tr>
<tr>
<td></td>
<td>Authorship</td>
<td>4.50 (0.71)</td>
</tr>
<tr>
<td>What</td>
<td>Action</td>
<td>3.60 (1.07)</td>
</tr>
<tr>
<td></td>
<td>Intention</td>
<td>3.30 (1.16)</td>
</tr>
<tr>
<td></td>
<td>Artifact</td>
<td>4.00 (0.94)</td>
</tr>
<tr>
<td></td>
<td>Changes</td>
<td>4.30 (0.95)</td>
</tr>
<tr>
<td></td>
<td>Activity Level</td>
<td>2.80 (1.14)</td>
</tr>
<tr>
<td>Where</td>
<td>Location</td>
<td>3.50 (1.43)</td>
</tr>
<tr>
<td></td>
<td>Gaze</td>
<td>2.90 (1.20)</td>
</tr>
<tr>
<td></td>
<td>View</td>
<td>2.90 (1.20)</td>
</tr>
<tr>
<td></td>
<td>Reach</td>
<td>3.30 (1.42)</td>
</tr>
</tbody>
</table>

* We show the mean and, in parentheses, the standard deviation.

** Values for n=10 participants.

Source: The authors.
5. Concluding remarks and future works

In this work we have evaluated COLLECE, a system that provides support to distributed collaborative programming. Unlike previous evaluations, the work carried out combines several techniques for the evaluation of multiuser interactive systems. Thus, we have comprehensively applied the following techniques: inspection (heuristic evaluation), subjective (questionnaires, interviews) and objective (automatic logging) inquiry, as well as testing in a usability lab (RTA, eye tracking and recording of the use). While checklist-based heuristic evaluation is a technique usually found in the literature [21], the use of eye tracking techniques applied to the evaluation of awareness support is a more original.

We are aware of the small sample size in this first study, so the results obtained should be considered as preliminary. The size is mostly due to the difficulty of analyzing dynamic information collected when applying techniques of eye tracking. Therefore, as a continuation of this work, we are considering replicating this experiment with a bigger sample, in order to obtain some more concluding results. Another line of continuation we expect to address is the possibility of incorporating the technique of gaze transfer in a collaborative system and testing its use as a technique for awareness support [24]. This is feasible, as we own the hardware that may be necessary in order to carry it out.
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