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Abstract

This study presents a comprehensive methodology that combines resam-
pling and oversampling techniques to address the challenges of limited and
unbalanced data, speci�cally in the context of viral emergencies such as the
COVID-19 pandemic. Utilizing advanced statistical techniques like Boot-
strap and SMOTE, the study conducts a retrospective analysis of COVID-19
patients, identifying those at higher risk of mortality. The proposed metho-
dology not only enhances the accuracy of predictions in scenarios with limited
data but also facilitates better decision-making in clinical triage systems. By
applying these methods, the study achieves early and accurate identi�cation
of high-risk individuals, optimizing resource allocation and timely medical
interventions. The results demonstrate that this combination of statistical
techniques e�ectively improves health systems and responses to new viral
threats, providing a robust foundation for informed decision-making in med-
ical emergencies.
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Resumen

Este estudio presenta una metodología integral que combina técnicas de
remuestreo y sobremuestreo para abordar los desafíos de datos limitados y
desbalanceados, especí�camente en el contexto de emergencias virales como
la pandemia de COVID-19. Utilizando técnicas estadísticas avanzadas como
Bootstrap y SMOTE, el estudio realiza un análisis retrospectivo de pacientes
con COVID-19, identi�cando a aquellos con mayor riesgo de mortalidad. La
metodología propuesta no solo mejora la precisión de las predicciones en
escenarios con datos limitados, sino que también facilita una mejor toma
de decisiones en los sistemas de triaje clínico. Al aplicar estos métodos, el
estudio logra una identi�cación temprana y precisa de individuos de alto
riesgo, optimizando la asignación de recursos y las intervenciones médicas
oportunas. Los resultados demuestran que esta combinación de técnicas es-
tadísticas mejora de manera efectiva los sistemas de salud y las respuestas
ante nuevas amenazas virales, proporcionando una base sólida para la toma
de decisiones informadas en emergencias médicas.

Palabras clave: Bootstrapping; Metodologías para muestras pequeñas; Nue-
vos virus; Predictores de mortalidad; Sistemas de alerta temprana; SMOTE.

1. Introduction

The World Health Organization's declaration of COVID-19 as a pandemic in
March 2020 highlighted the global susceptibility to emerging infectious diseases
and underscored the pressing need for robust, adaptable methodologies to confront
such crises. As of October 5th, 2022, the pandemic has resulted in over 624 million
reported cases and more than 6.5 million deaths worldwide (Lupei et al., 2022).
This staggering toll not only re�ects the virulence of the SARS-CoV-2 virus but
also highlights systemic challenges within healthcare infrastructures, particularly
the ability to rapidly process and interpret limited, imbalanced data during the
nascent stages of an outbreak.

Emerging viruses, by their very nature, present a conundrum: the urgency to
understand and respond is met with the reality of sparse initial data and signif-
icant class imbalances, especially when identifying severe cases or mortality risk
factors. Traditional statistical models, such as logistic regression, are lauded for
their interpretability and straightforward implementation (Hosmer et al., 2013).
However, their e�cacy diminishes in the face of small sample sizes and skewed
class distributions, often leading to models that are biased towards the major-
ity class and insu�ciently sensitive to minority class nuances�an issue critically
pertinent when the minority class represents high-risk patient outcomes (Cornilly
et al., 2023; Morgenthaler, 2023).

To mitigate these challenges, the literature has explored various methodolog-
ical innovations. The Synthetic Minority Over-sampling Technique (SMOTE),
introduced by Chawla et al. (2002), o�ers a means to address class imbalance by
generating synthetic examples of the minority class, thereby facilitating a more
balanced training dataset. While SMOTE has demonstrated e�cacy in enhancing
model performance (Fernández et al., 2018; Neptune.ai, 2023), it is not without
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limitations, particularly when synthetic samples do not adequately capture the
complex variability inherent in real-world data.

Bootstrap methods, rooted in resampling with replacement, provide a frame-
work for estimating the sampling distribution of a statistic and have been in-
strumental in improving model robustness (Efron & Tibshirani, 1994; Le Thi &
Nguyen, 2023). Breiman (1996) further advanced this domain with the develop-
ment of bagging techniques, which aggregate predictions from multiple bootstrap
samples to reduce variance. Nonetheless, bootstrap approaches alone may falter
when confronted with pronounced class imbalances.

Cost-sensitive learning emerges as another pivotal strategy, wherein misclas-
si�cation costs are explicitly integrated into the modeling process (Elkan, 2001;
Analytics India Magazine, 2023). By assigning higher penalties to errors on the
minority class, models are coerced into achieving better sensitivity. However, de-
termining appropriate cost matrices is often challenging and context-dependent,
potentially limiting the generalizability of such models.

Recognizing the individual merits and limitations of these techniques, this
study proposes a hybrid methodology that synergistically combines SMOTE and
bootstrap methods. By initially applying SMOTE, we aim to rectify class imbal-
ances through the generation of synthetic minority class instances. Subsequently,
bootstrap resampling is employed to enhance the stability and robustness of the
predictive models. This integrative approach aspires to harness the strengths of
both methodologies, mitigating their standalone weaknesses, particularly in sce-
narios characterized by limited and skewed data.

The applicability and e�cacy of this hybrid methodology are examined through
a retrospective analysis of COVID-19 patient data from a region in Colombia.
While numerous studies have dissected COVID-19 mortality determinants across
various geographies (Banik et al., 2020; Toya & Skidmore, 2021; Upshaw et al.,
2021; Yalaman et al., 2021), there exists a relative paucity of research focusing on
emerging and Latin American nations (Cifuentes et al., 2021; De la Hoz-Restrepo
et al., 2020; Fernández-Niño et al., 2020; Laajaj et al., 2021). By concentrat-
ing on this demographic, the study not only �lls a critical gap in the literature
but also underscores the versatility of the proposed methodology across diverse
epidemiological landscapes.

Moreover, the insights gleaned from this analysis have tangible implications
for clinical decision-making. Rapid and accurate identi�cation of mortality risk
factors can inform triage protocols, optimize resource allocation, and ultimately
enhance patient outcomes. The integration of Natural Language Processing al-
gorithms to extract nuanced patient clinical histories further enriches the data
quality, facilitating more precise modeling.

In structuring this paper, we commence with the present introduction, delineat-
ing the study's rationale and situating it within the broader scholarly discourse.
The subsequent section details the methodology, explicating the integration of
SMOTE and bootstrap techniques alongside data extraction processes. This is
followed by the case study, wherein the proposed methodology is applied to the
Colombian COVID-19 dataset, and the resultant �ndings are discussed. The paper
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culminates with the conclusions, encapsulating the study's contributions, limita-
tions, and avenues for future research.

2. Methodology

The methodological development starts from a research question that is related
to a binary answer, y, about the realization of an event under study. This response
can be de�ned as a Bernoulli random variable,y ∼ Bernoulli(p); p = prob(y = 1).
Let Y = {y1, y2, . . . , yT }, be a random and representative sample of size T from
the population, {p1, p2, . . . , pT }; ∀i = 1, . . . , T pi = prob(yi = 1).

From the Bernoulli distribution, we have that ∀i = 1, . . . , T E(yi) = pi and
yi = E(yi) + ei where ei satis�es basic regression assumptions. That is, ∀i =
1, . . . , T yi = pi + ei.

At this point, the objective question of the research focuses on what are the
determinants of probability pi ∀i = 1, . . . , T . The boundary of pi ∈ (0, 1) requires
de�ning probability as a nonlinear function of its determinants (The function F
refers to the cumulative distribution function of the standard normal or logistic).
Thus:

∀i = 1, . . . , T pi = F (X
′

iβ) (2.1)

yi = F (X
′

iβ) + ei

Let

X
′

i = (x1i , x2i , · · · , xKi) (2.2)

where K attributes correspond to the i-th individual associated with the i-th re-
sponse yi, which may help elucidate the likelihood of the event under consideration
occurring.

Thus, the design matrix X is de�ned as:

X =

x11 · · · xK1

... · · ·
...

x1T · · · xKT


T×K

(2.3)

and the information set, CI, is formed by combining the vector Y and design
matrix X.

CI = [Y ∼ X]

=

y1 x11 · · · xK1

...
...

...
...

yT x1T · · · xKT


T×(K+1)

It should be noted that in many cases, there is a population imbalance in the
responses that leads to obtaining a similar sample imbalance. This fact produces:
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(i) prediction bias in favour of the majority class, (ii) inability to recognize the
characteristics of the minority class, (iii) inadequate generalization on unobserved
data, especially in the minority class, (iv) inaccuracy in goodness of �t measures
that can lead to risky conclusions, especially in situations where it is crucial to cor-
rectly identify the minority class, (v) high rates of false-positives or false-negatives
and (vi) a�ection of the optimization process via minimization of errors associated
with the majority class.

To overcome the imbalance problems and optimally select the set of determi-
nants of the probability of the event under study, this research proposes a method-
ology that combines resampling methods or bootstrapping on the majority class
and oversampling techniques or (SMOTE ) on the minority class.

Thus, in the �rst instance, it is necessary that the matrix X is made up of
attributes that have a di�erential impact on the vector Y , when it takes the value
of 1 than when it takes the value of 0, and that they are not correlated with each
other. Therefore, an exhaustive review of the attributes considered is necessary,
and this review requires that the sample, and therefore the set of information, be
balanced with respect to the vector Y of binary responses.

2.1. Selection Set of Possible Explanatory Variables

The �rst step uses bootstrapping techniques to form B random samples, equal
in size to the number of observations from the minority group, from the dataset
that make up the majority group. Thus, joining these groups will obtain B per-
fectly balanced samples that we will denote as MBj , ∀j = 1, . . . , B.

Step 1. Under the assumption of sample imbalance, it is necessary to form a set
of balanced samples from Bootstrap (resampling with replacement).

Step 1.1. In a vector form, the subsets Y 1 and Y 2 are de�ned in such a way that
Y 1 ⊆ Y such that yi = 1,∀i = 1, . . . , T in size TY 1

× 1, and Y 2 ⊆ Y such that
yi = 0,∀i = 1, . . . , T in size TY 2 × 1, being TY 1/T ̸= TY 2/T . Similarly, there are
X1 and X2 matrices of characteristics associated with the responses included in
Y 1 and Y 2, respectively. Conforming, therefore: CI1 = [Y 1 ∼ X1] of dimension
TY 1

×(K+1), and CI2 = [Y 2 ∼ X2] of dimension TY 2
×(K+1). Being XR = X1

or X2 depending on the case.

Step 1.2. It is determined:

MinT = Minimum(TY 1
, TY 2

) = #Obs. of the minority group

MaxT = Maximum(TY 1
, TY 2

) = #Obs. of the majority group

Step 1.3. From bootstrapping on the set CIi=1 or 2 in size MaxT × (K + 1), B
random samples of size MinT × (K + 1) are generated, M1,M2, . . . ,MB .
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Step 1.4. Thus, B balanced samples can be built:

∀j = 1, . . . , B is de�ned as MBj =
[
Mj ∼ N

]
of dimension

2MinT × (K + 1);

where N = {the subset of Y (Y 1 or Y 2) of size = MinT × (K + 1)}

Step 2. Di�erence of means. In each of the balanced samples, MBj ∀j = 1, . . . , B,
a mean di�erence test is carried out on each of the variables (or columns) that
make up the matrix of characteristics XR, according to the implicit classi�cation
in the vector Y . It should be noted that this test will depend, in its construction,
on the type of variable under analysis, continuous or discrete. Thus, from each
sample, those variables are selected where the test concludes that there is evidence
to reject the hypothesis of equality of means:

∀i = 1, . . . ,K ∀j = 1, . . . , B H0 : mean Xi|Xi ∈ Mj = mean Xi|Xi ∈ N

Let MBLj =
MBj − {Xi|∀i = 1, . . . ,K There is no evidence to reject H0 in Xi}
∀j = 1, . . . , B, be balanced and clean matrices of irrelevant variables.

Later, in step 3, we proceed to estimate the correlations between those variables
of the set of attributes that are part of MBLj ∀j = 1, . . . , B, to eliminate those
that carry the same information.

Step 3. Debugging correlated information.

In order to eliminate variables that carry the same information, the correlations
between variables in each balanced sample (Brown & Benedetti, 1977; Roscino &
Pollice, 2006), MBLj ∀j = 1, . . . , B, are estimated. In the event of discovering,
for a particular sample MBLj ,m(m ≥ 2), variables correlated with each other,
C = {x1i , . . . , xmi

}, we proceed to estimate m logistic regressions de�ned as ∀i =
1, . . . , 2 × MinT ,∀l = 1, . . . ,m yi = F (β0 + β1xli) + ϑi; yi, xli ∈ MBLj , xli ∈
C. Thus, from the set C, the variable that presents the coe�cient β̂1 of greater
magnitude in absolute value will be selected. The remaining variables that make
up the set C are removed from the sample MBLj .

In this way, MDj ∀j = 1, . . . , B balanced samples were obtained, cleaned of
irrelevant variables (Step 2) and correlated with each other (Step 3).

Step 4. Selection of the �nal set of likely explanatory variables of the binary deci-
sion.

To select the likely set of explanatory variables of the binary response model,
the value a is established as the required percentage of samplesMDj ∀j = 1, . . . , B
in which the variable in question must be found. Thus, if a particular variable
meets the criteria established by (a%), it will be part of the �nal set of explanatory
variables.
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2.2. Establish the �nal balanced information set

Once the set of possible explanatory variables is obtained, we return to a
sample of the original sample size, T , and we proceed to obtain the necessary
sample balance to overcome the problems described above.

Step 5. �SMOTE � size balancing L

Let CI, CI = Y ∼ X be a new information set, where Y corresponds to
the binary response variable of dimension T × 1 and X be the design matrix of
dimension T×J , J ≤ J , where each column is one of the relevant and uncorrelated
attributes (steps 2-3). Therefore, this set of information, CI, presents the same
initial degree of imbalance. To achieve a balanced sample, according to the binary
variable, the oversampling methodology or SMOTE is used (Chawla et al., 2002;
Hanifah et al., 2015; He & Garcia, 2009).

Step 5.1. From CI, according to MinT (Step 4.2), the matrices X1 and X2 and
the corresponding design matrix XE are de�ned, where XE = X1 or XE = X2.

XE =

 x1
1 · · · x1

J
... · · ·

...

xMinT
1 · · · xMinT

J

 =

 atrib11 · · · atrib1J
... · · ·

...

atribMinT
1 · · · atribMinT

J



Step 5.2. Increasing the number of observations ofXE in such a way that a balance
of size L is achieved (Step 4.2). In perfect balance (50, 50) L = 2(T −MinT ).

Step 5.2.1. For each observation in XE , the nearest neighbouring set, W (which
contains obs.w elements), is identi�ed by topological distance, one of them is the
Euclidean distance.

Step 5.2.2. For each observation in the set XE , then w synthetic individuals are
built. For example, for XE

1 = (atrib11, atrib
1
2, . . . , atrib

1
J), the �rst observation of

XE , their W synthetic individuals are determined as follows:

∀w = 1, . . . , obs.w

XEk

1 = (atrib11 + ranuni(0, 1)× (atribw1 − atrib11),

atrib12 + ranuni(0, 1)× (atribw2 − atrib12), . . . ,

atrib1J + ranuni(0, 1)× (atribwJ − atrib1J))

Be XEA = XE ∼ synthetic set and CE
X, (X1 or X2), the complement set of

XE . Thus, the �nal set of information that makes up the design matrix will be
XF = CE

X ∼ XEA.

In the �nal set of information, CIF = Y ∼ XF , the i-th observation corre-
sponds to the binary selection response Yi and its set of XF

i attributes.
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2.3. Determinants of the Event Under Study

Once the balanced sample is reached, we proceed to the estimation of the
logistic model that will allow the determinants of the probability of the event
under study to be found through tests of signi�cance. Additionally, the results on
the quality of the prediction and the marginal e�ects associated with the selected
determinants will be presented.

Step 6. The selection of the determinants of the event under study is based on the
results of the stepwise estimation of a logistic regression model (Bhandari et al.,
2022):

∀i = 1, . . . , L yi = F (XF
′

i β) + ei

The set of determinants will be made up of those relevant variables in the expla-
nation of the binary decision at a given level of input and output signi�cance, a1
and a2, respectively. Once the set of determinants has been de�ned, we proceed to
the analysis of the confusion matrix, the ROC curve and the marginal e�ects.

The methodology proposed in this work and that was presented in detail pre-
viously is re�ected in the scheme of Figure 1.

Figure 1: Methodology Scheme.
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3. Case Study in the Application of the Methodol-

ogy

This methodology can be applied in cases where due to the nature of the
phenomenon studied, there are small and unbalanced samples (Dal Pozzolo et al.,
2015). A recent case that meets these characteristics is the outbreak of SARS-
COV2 in the �rst half of 2020. Therefore, at that time, it was important to
understand the determinants that made a person, who is infected by the virus, die
or live (Castro et al., 2021; Li et al., 2020).

For this purpose, a random and representative sample of T = 354 patients
diagnosed with COVID-19 who entered the Clinic of the University of La Sabana
between September 4 and 30, 2020, was used. Of these, 296 were recovered pa-
tients (majority group MaxT ) and 58 were deceased (minority group MinT ). The
methodology proposed above is pertinent to identify these determinants of death
since, in particular, the sample is small and unbalanced (84% -16%).

In this case, the dependent variable is Y = 1 if the person dies and Y = 0 if
the person lives, and the possible determinants (K = 32) consigned in the design
matrix X are obtained from the medical records of the patients and a numerical
assignment derived from natural language processing (see Annex 1). This set
of explanatory variables includes patient characteristics such as age, sex, initial
symptoms, comorbidities, treatment, and complications during hospitalization.

Subsequently, the most relevant attributes are identi�ed, discarding those that
provide the same information. For this, we take B = 150 balanced samples without
repetition (step 1). For each subsample, a mean di�erence analysis is performed by
attribute and according to the categorization of Y (step 2) discarding those that are
not relevant. Then, a correlation analysis is performed (step 3.1), and among those
with a correlation greater than 0.6, the signi�cant variables are selected according
to the magnitude of the coe�cient by univariate logistic regression (step 3.2).

In this case, of the variables �ltered in each sample (steps 2 and 3), 11 appear
in at least the a = 30% samples (step 4). Thus, a design matrix is formed X◦ of
dimension 354× 11 where each column represents a possible determinant.

At this stage of the process, the set of possible determinants is made up of
sex, age, neurological symptoms, skin symptoms, respiratory symptoms, heart
disease, previous respiratory disease, thyroid disease, dyslipidaemia, dementia,
and ventilatory failure.

Once the above determinants have been identi�ed, we proceed to construct a
synthetic sample that presents a balance, for which we have considered the relation-
ship 65-35. To do this, the synthetic minority oversampling technique (SMOTE)
process described in Section B of the methodology is carried out, identifying theW
closest neighbours using Euclidean distance (step 5.2) and constructing the syn-
thetic patient (step 5.3). Thus, a �nal information set is obtained CIF , balanced
in size 455× 12.

Subsequently, the estimation of a logistic regression is performed using the
stepwise methodology (step 6). In this regression, the dependent variable is the
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binary response Y between patients who die and those who live, and the explana-
tory variables are those signi�cant with the inclusion criteria (5%) and exclusion
criteria (10%). These were sex, age, thyroid disease, skin symptoms, respiratory
symptoms, and ventilatory failure.

Table 1 shows the results of the logistic regression estimated using the stepwise
methodology. All variables were statistically signi�cant at conventional levels.
Parameter signs were the expected ones. Speci�cally, men are more likely to die
from the COVID-19 virus than women. The likelihood of death increases with age.
The age variable for the results reported here used a threshold value of 60 years,
but the results are robust to di�erent cut-o� values. A patient presenting skin or
respiratory symptoms at triage or su�ering from thyroid disease is more likely to
experience health complications and die. Ventilation complications are also good
predictors of death. Marginal e�ects are shown below.

Table 1: Logit regression.

y Coef. Robust Std. Err. z p > |a| 95% Conf. Interval

Gender -1.1570 0.3924 -2.95 0.003 -1.9262 -0.3879

Age 2.9072 0.3985 7.30 0.000 2.1261 3.6883

Thyroid disease 1.2695 0.5672 2.24 0.025 0.1577 2.3812

Skin symptoms 2.8104 0.4111 6.84 0.000 2.0048 3.6161

Respiratory symptoms 1.8443 0.7655 2.41 0.016 0.3441 3.3446

Ventilatory failure 3.2106 0.3877 8.28 0.000 2.4507 3.9705

cons -5.7987 0.8324 -6.97 0.000 -7.4302 -4.1672

Prediction Quality - ROC

The threshold value of the predicted probability for identifying a patient clas-
si�ed as dead is 65%. Table 2 shows the quality of prediction. Almost 90% of
individuals were correctly classi�ed. The corresponding ROC curve, presented in
Figure 2, shows evidence supporting this claim. It is remarkable that the ROC
reached a value of 1, meaning that in general, the model had a very good classi-
�cation ability. Moreover, looking at the speci�city and sensitivity results of the
previous table, the selected classi�cation cut point was appropriate, as it results
in one of the closest dots to the upper left corner of the ROC curve, meaning that
it returns one of the best possible classi�cations. results.

Approximately 90% of the patients were correctly classi�ed. A sensitivity mea-
sure of approximately 80% is reached, that is, those who were classi�ed as dead
and those who actually died. Likewise, a speci�city measure of 94% was obtained
for those patients who were classi�ed as survivors and those who survived. On the
other hand, false-positives, those that were classi�ed as alive when they actually
died, reached 6%. Finally, the false-negatives, those that are classi�ed as dead
when they actually lived, reach 20%.
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Table 2: Prediction Quality.

True

Classi�ed Y = 1 Y = 0 Total

Y = 1 125 17 142

y = 0 35 279 314

Total 160 296 456

Correctly classi�ed 88.60%

* Results from STATA.

Figure 2: ROC Curve.

Marginal E�ects

Since SMOTE generates continuous values in dichotomic variables, the analysis
of marginal e�ects is achieved under average marginal e�ects by re-estimating the
model with the same databases but approximating the continuous numbers to the
nearest dichotomous neighbour with a cut of 0.5. The results do not vary in sign
and change marginally in magnitude. Table 3 presents the average marginal e�ects
of each variable. The standard error of each marginal e�ect was estimated under
the delta method.

The results indicate that sex, age, skin and respiratory symptoms, thyroid dis-
ease, and ventilatory failure are the most relevant predictors of death. Speci�cally,
women are, on average, 7.94% less likely to die than men. Population over 60 are
19.25% more likely to die of COVID-19. Presenting skin or respiratory symptoms
at the triage procedure increases the probability of death by 18.90% or 11.23%,
respectively. A person su�ering from thyroid disease has an extra 7.09% chance
of dying. Finally, patients presenting with a ventilatory failure complication have
an extra 21.79% chance of death.
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Table 3: Marginal E�ects.

Variables dy/dx Delta-Method Std. Err. z p > |z| 95% Conf. Interval

Gender -0.0794 0.0252 -3.15 0.002 -0.1287 -0.0301

Age 0.1925 0.0241 8.00 0.000 0.1453 0.2397

Thyroid disease 0.0709 0.0370 1.92 0.055 -0.0016 0.1434

Skin symptoms 0.1890 0.0248 7.61 0.000 0.1403 0.2376

Respiratory symptoms 0.1123 0.0474 2.37 0.018 0.0194 0.2051

Ventilatory failure 0.2179 0.0148 14.77 0.000 0.1890 0.2468

4. Conclusions

This research introduces a mixed methodological approach that e�ectively com-
bines resampling techniques (bootstrapping) with oversampling methods (SMOTE)
to address the challenges posed by small and imbalanced datasets. This approach
proved particularly useful in analyzing a sample of patients infected with SARS-
CoV-2, treated at the Clínica Universidad de La Sabana during September 2020.
Despite the limited size and inherent imbalance of the dataset, the �ndings are con-
sistent with those from larger studies, underscoring the robustness and reliability
of the proposed methodology in identifying key determinants of mortality.

The success of this approach in such a constrained setting highlights its poten-
tial applicability in other regions and contexts, where similar challenges with small
and imbalanced samples may arise. Extending the application of this methodology
could provide valuable insights across di�erent geographical and demographic pop-
ulations, helping to validate and re�ne the determinants identi�ed in this study.
This would ensure that the �ndings are not only contextually relevant but also
broadly applicable, reinforcing their generalizability.

Given the prevalence of imbalanced datasets in epidemiological and public
health research, continued exploration of techniques like SMOTE and its variants,
such as SMOTE Bagging, is recommended. These techniques have proven e�ective
in enhancing the accuracy and generalizability of predictive models, particularly
when dealing with minority classes in the data. Future studies should consider
not only applying but also �ne-tuning these methods, potentially comparing them
with other data balancing techniques to determine the most e�ective approach in
di�erent research scenarios.

Additionally, further investigation into the use of advanced modeling and sta-
tistical analysis techniques, such as machine learning models, could o�er enhanced
predictive capabilities, particularly in the context of COVID-19 mortality. In-
corporating longitudinal analyses through time series and panel data would also
provide a more dynamic understanding of the pandemic's evolution and associated
risk factors, enabling more precise model adjustments over time.

The integration of more diverse data sources, including genomic data, biomark-
ers, and electronic health records, would enrich future analyses, o�ering deeper in-
sights into individual susceptibility and responses to the virus. Such comprehensive
data could lead to more accurate predictions and more informed decision-making
in clinical and public health contexts.
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In summary, while this study con�rms the e�ectiveness of combining bootstrap-
ping and SMOTE techniques in addressing the challenges of small and imbalanced
datasets, there is signi�cant potential for these methods to be re�ned and applied
in broader contexts. Enhancing data infrastructure and improving interoperability
between health systems will be critical for enabling more comprehensive and col-
laborative research. These e�orts are crucial for advancing public health strategies
and ensuring preparedness for future viral threats.
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Clinical History Review Algorithm

This section describes the algorithm used for extracting relevant patient in-
formation from clinical histories which were in pdf format, the variable selection
method, and the methodology used for balancing a highly unbalanced sample.
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All clinical reports contain the information of a given patient which makes it
complex and time consuming to extract information on the variables of interest.
Therefore, an algorithm in Python Jupyter Notebook was settled to improve the
e�ciency of this task. Since medical records commonly contain misspelling, a
deterministic algorithm approach was used to extract the text from the clinical
histories.

Four di�erent dictionaries were done, one for each category of variables entry
data, comorbidities evaluation, complications during hospitalization, and interven-
tion strategies in the ICU. These dictionaries contain the words describing each
medical condition and several possible ways in which the condition can be written
by the medical doctor. Consequently, all variables are dummies, and they take on
the value 1 if the symptom, intervention strategy, comorbidity or complication is
found in the clinical record. The four dictionaries are shown below in table 4.

Table A1: Dictionaries

Dictionary #1 "fever", "febrile", "with fever", "presenting fever", "afebrile", "without
fever", "fever: no", "fever: yes", "deny fever", "persistent fever", " temper-
ature 37.5 "," temperature 38 "," diarrhoea "," vomit "," headache "," refer
headache "," deny headache "," without being headache itself "," no headache
"," anosmia "," deny anosmia "," dysgeusia "," cva "," brain oedema "," with-
out oedema "," exanthema "," cutaneous lesions "," risk cutaneous lesions ","
skin lesions "," dermal lesion "," dermal "," dyspnoea "," dyspnoea: no ","
throat "," odinophagea "," cough "," cough with "," tachypnea "," unquan-
ti�ed fever "," antecedent cva "," chronic obstructive disease "," respiratory
distress ", "anosmia persists"

Dictionary #2 "aht", "arterial hypertension", "dm", "diabetes mellitus", "type diabetes mel-
litus", "noninsulin required diabetes", "aneurysm", "no aneurysm", "without
aneurysm", "copd" " pulmonary chronic obstructive "," dild "" �brosis ",
pulmonary �brosis", "asthma", "history of asthma", "kidney insu�ciency
"," kidney failure "," obesity "," thyroid "," hypothyroidism "," no hypothy-
roidism symptoms "," hyperthyroidism "," no symptoms of hypothyroidism
"," cholesterol "," triglycerides "," arthritis "," leslupus "," lupus "," sclero-
sis "," cancer "," hiv "," dementia "," alzheimer "," parkinson "," senile ","
smoking "," no smoking "," ex-smoking "

Dictionary #3 "coinfection", "respiratory failure", "ards", "renal failure", "pulmonary
thromboembolism", "deep vein thrombosis", "angio tac", pte "," tevp ","
bacterial superinfection "," without evidence of bacterial superinfection ","
no bacterial superinfection "," suspected bacterial superinfection "," fungal
superinfection "," no fungal structures observed "," fungal "," fungi "," blood
cultures for fungi "," fungal tracing "," KOH "," Fungal tracing: positive ","
stroke "," anosmia "," denies anosmia "," history of stroke "," no evidence of
bacterial superinfection "," bacterial superinfection is ruled out "

Dictionary #4 "Ventilatory support", "eti", "eti patient", "ventilatory support is estab-
lished", "dialysis", "haemodia�ltration", "enoxaparin", "thromboprophy-
laxis", "methylprednisolone", "prednisolone", "anticoagulation", " antibiotic
"," antibiotic: no "," antibiotic is not started "," steroid "," corticoid ","
steroid: no "," steroid: no "," dexamethasone "," methylpremisolone ","
thromboprophylaxis is ruled out ", "anticoagulation persists"
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Algorithm Implementation and Desk Check

The algorithm takes the pdf �le of clinical records and transforms it into a docx
�le. Then, the algorithm places the �le into a python string to search all matching
coincidences between the medical history and the abovementioned dictionaries.
Once the text is extracted and the dictionaries are loaded into the program, the
content of the clinical history with the di�erent set of words is compared. The
results are presented in frequency tables, and a function veri�es the context of the
words to identify whether the symptom was active or not for a given patient. The
logic underlying the algorithm was desk-checked before it was implemented in the
data by using the Hansel and Gretel story and by rambling through every line in
a pseudo-code to identify logic bugs.
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