An actionable learning path-based model to predict and describe academic dropout
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ABSTRACT

The prediction and explainability of student dropout in degree programs is an important issue, as it impacts students, families, and institutions. Nevertheless, the main efforts in this regard have focused on predictive power, even though explainability is more relevant to decision-makers. The objectives of this work were to propose a novel explainability model to predict dropout, to analyze its descriptive power to provide explanations regarding key configurations in academic trajectories, and to compare the model against other well-known approaches in the literature, including the analysis of the key factors in student dropout. To this effect, academic data from a Computer Science Engineering program was used, as well as three models: (i) a traditional model based on overall indicators of student performance, (ii) a normalized model with overall indicators separated by semester, and (iii) a novel configuration model, which considered the students’ performance in specific sets of courses. The results showed that the configuration model, despite not being the most powerful, could provide accurate early predictions, as well as actionable information through the discovery of critical configurations, which could be considered by program directors could consider when counseling students and designing curricula. Furthermore, it was found that the average grade and rate of passed courses were the most relevant variables in the literature-reported models, and that they could characterize configurations. Finally, it is noteworthy that the development of this new method can be very useful for making predictions, and that it can provide new insights when analyzing curricula and making better counseling and innovation decisions.
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RESUMEN

La predicción y explicabilidad de la deserción estudiantil en programas académicos es un asunto importante, pues impacta a estudiantes, familias e instituciones. Sin embargo, los principales esfuerzos en este sentido se han centrado en el poder predictivo, aunque la explicabilidad es más relevante para los tomadores de decisiones. Los objetivos de este trabajo fueron proponer un modelo novedoso de explicabilidad para predecir la deserción, analizar su poder descriptivo para proporcionar explicaciones sobre configuraciones clave en trayectorias académicas y comparar el modelo con otros enfoques bien conocidos en la literatura, incluyendo el análisis de los factores clave en la deserción estudiantil. Para ello, se utilizaron datos académicos de un programa de Ingeniería en Informática, así como tres modelos: (i) un modelo tradicional basado en indicadores generales de rendimiento estudiantil, (ii) un modelo normalizado con indicadores generales separados por semestre y (iii) un modelo de configuración novedoso que considera el rendimiento de los estudiantes en conjuntos específicos de cursos. Los resultados mostraron que el modelo de configuración, a pesar de no ser el más poderoso, podía proporcionar predicciones tempranas precisas, así como información accionable a través del descubrimiento de configuraciones críticas, las cuales podían ser consideradas por los directores de programa al asesorar a los estudiantes y diseñar planes de estudio. Además, se encontró que la nota promedio y el rendimiento de los cursos aprobados fueron las variables más relevantes en los modelos reportados en la literatura, y que estas podían caracterizar configuraciones. Finalmente, es notable que el desarrollo de este nuevo método puede ser muy útil para hacer predicciones y que puede proporcionar nuevas perspectivas para analizar planes de estudio y al tomar mejores decisiones de asesoramiento e innovación.
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Introduction

Year by year, university decision-makers counsel thousands of students who are not able to manage the contents of their courses, with some of them even dropping out of courses and/or the whole program. Statistics report that about 30-35% of the students drop out of a degree (Paura and Arhipova, 2014; Vidal et al., 2022). Particularly in Chile, many students drop out, and many of those who do not spend a lot of time finishing their degree, especially their first two years (commonly known as bachillerato) (Donoso et al., 2013). There are many reasons for dropping out, such as prior academic preparedness (Smith and Naylor, 2001; Carvajal et al., 2018), poor academic results, lack of funding, and loss of interest.
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Therefore, decision-makers require an early understanding of why students fail during the program in order to enhance their learning in the long term. They also need clear guidelines to act in these situations.

To understand students’ academic behavior, data mining techniques can be used (Palacios et al., 2021; Chung and Lee, 2019). The development of predictive models can provide significant benefits to different stakeholders. Students improve in self-reflection regarding their learning, which facilitates their decision-making. Teachers focus on the students at risk and try to adapt the course and methodology. Finally, university decision-makers can redesign curricula to balance workload, improve personalized counseling, and potentially enhance the learning process.

Some works have attempted to analyze dropout as an academic behavior. Bottcher et al. (2020) found that the number of credits passed in the first semester and the frequent changes made to bachelor’s degree programs are significant indicators. Hutt et al. (2018) analyzed other variables such as personal factors, work experience, and academic tests. However, one of the least studied factors that might influence dropout is the set of courses that a student takes, hereafter called configurations (Hutt et al., 2018). If predictions are made with regard to these configurations, a lot of benefits can be reaped. Moreover, when managers decide whether a learner can take a course, they can use dropout information to drive their counseling, leading students into an enhanced learning environment.

The analysis of students in the field of education can be carried out at the course level (e.g., predicting student dropout from a course) or at the program level (e.g., predicting student dropout from a degree). At the course level, Jiang and Li (2017) predicted dropout by using ensemble learning methods. Meanwhile, Moreno-Marcos et al. (2019) predicted student success in an admission test based on interactions in an edX-based blended program. There are also many contributions to prediction in online programs (Gardner and Brooks, 2018; Moreno-Marcos et al., 2018; Kang and Wang, 2018; Jin, 2021; Mubarak et al., 2021), as well as in blended contexts, such as the in-session model proposed by Rzepka et al. (2022).

Regarding the program level, there have also been plenty of relevant works. Yu et al. (2021) analyzed how important it is to include sensitive attributes (e.g., gender, underrepresented minorities, etc.) in student modeling. They concluded that these attributes can only provide a marginal improvement and do not significantly impact predictive power. Dekker et al. (2009) predicted dropout after the first semester using several algorithms, concluding that academic data offer higher predictive power than pre-university features. Furthermore, Delen (2011) found that, while the most important variables are academic in nature, financial variables are also relevant predictors. Similarly, Quadri and Kalyanakar (2010) found that low-income levels have a strong influence on dropout, while demographics are irrelevant factors.

Lázaro Alvarez et al. (2020) found that accuracy significantly improves after the first semester, suggesting that early predictions can be made. Berens et al. (2018) also analyzed this issue, reporting that accuracy could reach 79-85% after the first semester and 90-95% after the fourth one, which also suggests the possibility of early prediction. In another study (Gasvić et al., 2016), different values were obtained for different degrees, indicating the importance of course context and generalizability analysis. Meanwhile, Wagner et al. (2020) presented a preliminary study and reported good cross-program models, and Panagiotakopoulos et al. (2021) provide an early prediction method for massive open online courses (MOOC). Nevertheless, further research is needed in this direction, as is described in Moreno-Marcos et al. (2019).

This work proposes an innovative method to analyze dropout as academic behavior via variables related each set of courses taken simultaneously by a student. The aim is for this model to offer information about curricula, i.e., which configurations can be taken by a student so that dropout can be reduced. This is an aspect that has not been considered in previous works. This paper contributes by analyzing how critical configurations can be obtained and how they can be used by decision-makers to analyze student behavior. Finally, this paper addresses relevant topics in the literature, such as temporal analysis to discover the moment at which early predictions are accurate enough to be used for causing a positive effect on students’ learning.

This paper aims to analyze different models for predicting dropout, including a novel proposal based on configurations. To this effect, several specific objectives have been defined:

- **Objective 1:** To propose a prediction model based on course configurations
- **Objective 2:** To compare the capabilities of different models for predicting dropout
- **Objective 3:** To analyze the suitability of the configurations-based model to detect a set of courses that are likely or unlikely to produce or prevent dropout
- **Objective 4:** To analyze the key factors that affect dropout in different models

**Methodology**

**Dropout models**

This section describes the models used to analyze dropout. First, a novel model is proposed, aiming to describe student trajectories while considering the set of courses (configurations) taken by students throughout their degree (objective 1). Additionally, we outline two traditional models based on student performance variables for comparison purposes.

**Configuration model**

Decision-makers analyze student behavior by exploring their academic trajectories, in order to support their advice and innovations. This work proposes a novel dropout analysis model based on the temporal course configurations that students take simultaneously, rather than considering opaque student behavior in integrated variables, as in traditional models.

The model is operationalized through some mathematical expressions. A degree is implemented via a program
curriculum \((P)\), which is composed of a set of semester-based courses \((t)\). Every student draws their academic trajectory \((t)\) with these sets of courses, also defined as configurations \((c)\). For example, a student \(i\) takes a first configuration \(c_1^i\) during their first semester. Afterwards, he takes a second configuration \(c_2^i\), and so on. The resulting trajectory \((t^i)\) is presented in Equation 1, which contains the ordered sequence of configurations. It is noteworthy that, when a student drops out, it implies a trajectory that does not lead to program completion, which must be analyzed nonetheless.

\[
t^i = c_1^i \Rightarrow c_2^i \Rightarrow \cdots \Rightarrow c_p^i
\]  

(1)

Every academic program \(P\) has a finite set of configurations \(c\), and each student in a program can select only one configuration per semester. Thus, it is possible to model a program through a trajectory matrix \((M)\), which relates students with configurations, as shown in Equation 2.

\[
M^i = \begin{bmatrix}
W_{1,1} & \cdots & W_{1,N} \\
\vdots & & \vdots \\
W_{M,1} & \cdots & W_{M,N}
\end{bmatrix}
\]  

(2)

In this matrix, each column represents every possible configuration \(c\), and each row represents a student \(i\) who is enrolled in the program \(P\). The content of each cell represents a measurement based on several weights \((w(i,j))\), indicating the performance of the student \(i\) in the configuration \(c\). The value of this measurement is 0 when the student does not select a configuration. Each row is a vector that describes the performance of a student throughout their academic trajectory, considering all configurations. The measurement \(w\), which captures most of a student’s behavior, is presented in the subsection called Variables and techniques.

**Traditional model**

This model considers a set of global variables \([X_1, X_2, \ldots, X_N]\), which are obtained by integrating data over the entire analysis period. Regardless of the length of the student’s trajectory, the number and nature of the variables will be the same, even though they will be computed with more or less data. If there are \(N\) independent variables, one dependent variable, and \(M\) students, the matrix with the training set will always have \((N + 1) \times M\) elements. An example of this matrix is presented in Equation 3, where \(X_{ij}\) represents the variable \(j\) of student \(i\), and \(Y_i\) denotes their dependent variable (dropout).

\[
\text{Trad} = \begin{bmatrix}
X_{1,1} & \cdots & X_{1,N}Y_1 \\
\vdots & & \vdots \\
X_{M,1} & \cdots & X_{M,N}Y_M
\end{bmatrix}
\]  

(3)

This is regarded as a traditional model because most contributions use a similar approach when developing predictive models. Although this approach can be effective in many scenarios, one of its drawbacks is that academic trajectories become opaque.

**Normalized model**

This model aims to enhance traditional approaches by considering the evolution of a student throughout the degree. To this effect, this model calculates the independent variables for each semester. If there are \(N\) variables and the student has taken \(p\) semesters, there will be \(p \times N\) independent variables. As some students may have taken more semesters than others, the variables of the academic terms that the student has not yet taken are set as 0, in order to make the matrix consistent.

If there are \(N\) independent variables, one dependent variable, \(S\) possible semesters, and \(M\) students, the number of elements in the matrix will be \((N \times S + 1) \times M\). This number increases with the number of semesters, providing temporal information about a student’s performance/behavior. An example of the matrix used for the training set is presented below. Independent variables are named \(X_{i,j,k}\), where \(j\) indicates the number of the variable (from 0 to \(N\)), \(k\) the semester (from 0 to \(S\)), and \(i\) the number of the student (from 0 to \(M\)). The dependent variables are named \(Y_i\), as they only depend on the student, as shown in Equation 4.

\[
\text{Norm} = \begin{bmatrix}
X_{1,1,1} & \cdots & X_{1,2,1} & \cdots & X_{1,N,1}Y_1 \\
\vdots & & \vdots & & \vdots \\
X_{M,1,1} & \cdots & X_{M,2,1} & \cdots & X_{M,N,1}Y_M
\end{bmatrix}
\]  

(4)

By following this approach, it is possible to observe how a student evolves throughout a degree program, but their decisions regarding the configurations taken are still opaque and differ from one student to another. For example, student A in semester 6 might have taken a different configuration from student B in the same semester. In this case, the model is said to be normalized, since the variables for each semester are computed independently of the courses taken; they are normalized to the number of semesters.

**Dataset**

This study has been conducted using academic data from one degree program (Computer Science Engineering) at Universidad Austral de Chile (UACH), in the context of the Erasmus+ LALA project. The data collection period goes from 2011 to 2017. This period defines a complete cohort of students attending the same academic program (without changes) and sets of courses. The dataset is composed of records of 479 students, with 50.73% of student dropout. The mean number of semesters per student is 5.54 (SD: 3.76) and the mean number of courses per semester is 5.77 (SD: 2.78). At the end of every semester, each student must decide which set of courses they will take during the next term while considering several program constraints and their trajectory. Trajectories become more and more diverse as students advance through the program, as more decisions regarding courses become necessary.

The data were obtained only from the SIS (Student Information System). Only academic data were considered (e.g., grades in different courses). This fact, despite being a limitation, can showcase the potential of dropout analysis without using many different data types (e.g., without interaction logs of learning platforms). If models can work accurately enough with SIS data, institutional adoption will be easier. In this case, the data are in the form of a table with students’ grades for different courses.
As shown in Table 1, there is one column for the student (ID), another for the course name (course), and two columns to identify the period during which the course was taken (year and semester, which can only be 1 or 2). The concept of a course indicates whether the student took the course (taken) or if it was canceled (taken and not finished, withdrawn), validated (taken in another degree program, recognized (taken at another institution), or retrieved from another curriculum (when the student has changed their curriculum). An enrolled course comprises all these situations. The last column indicates the student grade from 0 to 7, with 4,0 the passing score.

### Dropout setup

To develop the predictive model, it was necessary to define how to determine dropout. It is worth mentioning that a ground truth was not available to train the models. As only data from 2011 to 2017 were available, a first criterion was defined to filter out students who started long before 2011 or just before the end of the data collection period.

A degree is composed of 11 semesters (including the final project). However, the first four semesters (bachillerato) only contain basic training courses (e.g., Algebra, Programming, Communication Skills, etc.). In general, according to historical data, students who finish the bachillerato have a high probability of finishing the degree. To increase the number of cohorts and obtain sufficient data to train the model, we considered that a student has not dropped out when they have a non-bachillerato configuration, i.e., a set of courses that do not contain any course from the first two years. This means that the students have finished the first two years in their program; otherwise, they will report at least one course from these years in their configuration. In contrast, if a student only has bachillerato configurations (a set of courses with at least one belonging to the first two years), it means that they have not finished the first four semesters. In some cases, these students were discarded. Note that they might not have the four bachillerato configurations because they might have enrolled in the program recently.

Several filters to classify and discard students were considered. First, the students who enrolled before 2011 were removed because their initial configurations were missing, as this was the start of the analyzed period. Afterwards, the students with at least one non-bachillerato configuration were labeled as no dropout since, as explained above, those who finish bachillerato are very likely to finish the degree. Finally, for students who did not have non-bachillerato configurations, it was necessary to distinguish those who were currently attending the bachillerato from those who had dropped out. In this vein, students were considered dropouts if they were not enrolled in the last year of the data collection period (2017), since they had started the bachillerato but had not finished it; otherwise, they would have been enrolled in the program and would later take non-bachillerato configurations. Those who were enrolled in 2017 were discarded, as they were attending the bachillerato at that moment and there was no dropout information. Figure 1 shows the flowchart of the process for determining dropout with the above-mentioned criteria. A sample of N = 270 students was obtained (after discarding students) for the analysis.

### Variables and techniques

To carry out the analyses, it was important to define the set of variables that could be obtained from the previously described dataset. Table 2 presents the full list of variables considered in this study. Some variables were directly taken from the indicators used in the LALA project (Munoz-Merino et al., 2020). Some variables were used in all models, although others were only tested in the configuration model, which required further tuning given the need to define a weight function.

#### Table 2. Variables used for the traditional (T), normalized (N), and configurations (C) models

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg_grade</td>
<td>T, N, C</td>
<td>It indicates the average grade of the enrolled courses.</td>
</tr>
<tr>
<td>r_passed</td>
<td>T, N, C</td>
<td>It indicates the relationship between passed and enrolled courses.</td>
</tr>
<tr>
<td>r_taken</td>
<td>T, N</td>
<td>It indicates the relationship between the courses taken and enrolled.</td>
</tr>
<tr>
<td>r_takreg</td>
<td>C</td>
<td>It indicates the relationship between taken and recognized courses and those enrolled.</td>
</tr>
<tr>
<td>r_cancel</td>
<td>T, N</td>
<td>It indicates the relationship between canceled and enrolled courses.</td>
</tr>
<tr>
<td>repeat</td>
<td>T, N</td>
<td>It indicates the relationship between the number of courses a student takes and the total number of attempts. If a student takes three courses for the first time and one for the second, the value is 4/(1+1+1+2) = 0.8.</td>
</tr>
</tbody>
</table>

Source: Authors
The T and N models use these variables directly. Meanwhile, the C model aggregates such variables via a performance function \( w \), assessing every student’s behavior in every particular configuration. To compute this function, we used the formula presented in Equation 5.

\[
w^{j} = (\text{avg}_\text{grade} + r_{\text{takreg}}) \times r_{\text{passed}}
\]  

(5)

In this work, the caret library of the R open-source software was used to develop the predictive models. Particularly, the following algorithms were used: i) random forests (RF), ii) the generalized linear model (GLM), iii) support vector machines (SVMs), iv) decision trees (DT), and (5) single-hidden-layer neural networks (NNs). The hyperparameters of these models were discovered during the training phase. In addition, ten-fold cross-validation was used to validate the results (five-fold cross-validation was also used to compare the results, although no significant changes were observed, so only those related to 10-fold cross-validation are presented), and the area under the curve (AUC) was used to develop the predictive models. Particularly, this metric computed to evaluate the predictive power of the models, as has been done in previous works (Pelánek, 2015; Jeni et al., 2013).

Results

First, this section presents an analysis of dropout behavior, comparing the three models and including a temporal analysis (related to objective 2). Next, we delve into the configuration model to determine whether it provides descriptive value regarding the academic trajectories and configurations that are more or less likely to enhance the learning context (related to objective 3).

Predictive power

We analyzed how early it was possible to predict dropout and how the aforementioned predictive models behaved with small amounts of data. The dropout models by only using data related to the bachillerato (four semesters). The data context was named xS (e.g., 1S, 2S, etc.), where x indicates the number of semesters considered for developing the model.

Table 3. Temporal analysis of dropout prediction (results expressed in AUC)

<table>
<thead>
<tr>
<th>Alg</th>
<th>1S</th>
<th>2S</th>
<th>3S</th>
<th>4S</th>
<th>1S</th>
<th>2S</th>
<th>3S</th>
<th>4S</th>
<th>1S</th>
<th>2S</th>
<th>3S</th>
<th>4S</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEM</td>
<td>0.78</td>
<td>0.85</td>
<td>0.84</td>
<td>0.89</td>
<td>0.78</td>
<td>0.79</td>
<td>0.86</td>
<td>0.77</td>
<td>0.77</td>
<td>0.78</td>
<td>0.78</td>
<td>0.77</td>
</tr>
<tr>
<td>1S</td>
<td>0.92</td>
<td>0.92</td>
<td>0.95</td>
<td>0.92</td>
<td>0.94</td>
<td>0.95</td>
<td>0.96</td>
<td>0.73</td>
<td>0.69</td>
<td>0.75</td>
<td>0.54</td>
<td>0.78</td>
</tr>
<tr>
<td>2S</td>
<td>0.78</td>
<td>0.85</td>
<td>0.84</td>
<td>0.89</td>
<td>0.78</td>
<td>0.79</td>
<td>0.86</td>
<td>0.77</td>
<td>0.77</td>
<td>0.78</td>
<td>0.78</td>
<td>0.77</td>
</tr>
<tr>
<td>3S</td>
<td>0.90</td>
<td>0.93</td>
<td>0.92</td>
<td>0.94</td>
<td>0.90</td>
<td>0.92</td>
<td>0.94</td>
<td>0.97</td>
<td>0.77</td>
<td>0.77</td>
<td>0.80</td>
<td>0.81</td>
</tr>
<tr>
<td>4S</td>
<td>0.89</td>
<td>0.90</td>
<td>0.91</td>
<td>0.94</td>
<td>0.88</td>
<td>0.91</td>
<td>0.95</td>
<td>0.97</td>
<td>0.85</td>
<td>0.86</td>
<td>0.88</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Source: Authors

Table 3 shows the strength of the proposed model, which performs well (AUC≥0.8) for every semester and is useful to analyze critical configurations. This is not possible in the other models. The N and T models provide high predictive power but no actionable information. Particularly, the N model can yield the most accurate results. This implies that separating the variables by semester can provide further information, despite increasing dimensionality, as performance can vary over time. This was checked with the correlated between variables in different semesters. In the case of the average grade, the correlations were between 0.56 and 0.81 (with the latter being the highest correlation between the same variable in different semesters), which shows that there is a high correlation, but that further information can still be added.

Apart from that, a surprising result is that the performance of the C model deteriorates after the third semester, while the other two models improve, which is the usual and expected behavior when adding new data. A possible reason for this is that the number of configurations to be considered in the model increases as new semesters are incorporated. This increases the number of variables, and the model becomes sparser, losing its predictive power as reported in Kohavi and John (1997) for similar situations. This implies that the C model behaves better in the first stages, when the number of configurations is manageable. The positive aspect is that these stages are the most relevant, as most dropouts occur early. Nevertheless, the C model can be used to gather actionable information about critical configurations to help decision-makers and validate the predictions of other algorithms.

In terms of anticipation, the results show that the predictive power of all models is very good since the first semester, which is consistent with Lázaro Alvarez et al. (2020). This means that it is possible to obtain accurate early predictions with the first results of the students, which is useful to anticipate performance and support academic decisions.

As for the algorithms, NN was the most consistent for both the T and N models, although SVM stood out in the C model, as happened in Tekin (2014). Nevertheless, the differences were not great. There was a predominance of SVMs in the C model, perhaps due to their capability to handle problems with high dimensionality (Bersimis and Varlamis, 2019).

In summary, the proposed models can provide accurate predictions from the beginning, so it is possible to anticipate student behavior with regard to the issue under study. Nevertheless, the accuracy of the N model stands out, and the C model provides promising results and new insights, since it does not only analyze overall performance, but also in specific sets of courses.

Critical configurations

It is particularly relevant to provide actionable information about students, and the C model was designed to track both temporal relations and performance in course configurations at any given moment. Thus, this model aids in determining the most critical course configurations.

The importance of the configurations was computed through the Mean Decrease Gini, which is commonly used to evaluate the importance of features (Louppe et al., 2013). This metric was computed with data from one to four semesters. The three most relevant configurations (among 2127 possible configurations) for each semester are shown in Table 4.

In light of the above, decision-makers must pay attention to the most relevant configurations and, more precisely, to the sets of courses appearing at the top in more than one of the rankings provided by the classifiers. Particularly, configurations 29, 30, 31, 46, and 97 are the most critical.
These configurations have the following in common: (i) they contain initial programming courses (five out of five) or initial mathematics courses, such as Algebra or Calculus (four out of five); and (ii) they have a large number of courses per semester (six or more). The negative results of the students taking these configurations implies that programming and mathematics courses are becoming harder to pass. This is consistent with other works, such as that of Figueiredo and García-Penalvo (2021), who highlighted the difficulty of programming courses. Moreover, this could imply that students who take many courses can have a very high workload and may have difficulties in dealing with it, as was also reported in other works (Radovanović et al., 2021). To prevent this, decision-makers (e.g., program directors) should not allow students to take configurations with such a high workload, in addition to preventing them from taking specific courses in the same semester, as these configurations may lead to dropout. In any case, it is important to note that decision-makers should interpret this actionable information and consider possible special cases or circumstances to support their decisions.

**Key factors affecting dropout**

The models can be further analyzed to discover what features are more relevant or actionable for program directors. The importance of the variables was initially computed for the T and N models using the same methodology presented in the previous section. The results shown in Figures 2 and 3 indicate that the most important variables for the T model are the average grade, as reported by Delen (2011), followed by the ratio of passed courses. These two variables are very clear indicators of performance, since students who fail repeatedly or have low grades are more likely to drop out. It is also interesting that the repeat variable becomes relevant after the second semester. In the first two semesters, it is not important, as students do not repeat courses, but once they start to do so, this variable takes on great significance.

In the N, similar variables are relevant, as the average grade and the ratio of passed courses stand out. Nevertheless, additional patterns can be found when considering individual variables. For example, the average grades of the first semesters became very relevant over time. The importance of the average grade of the first semester does not significantly differ from that of the average grade of the second semester, also showing high values in the third semester. In contrast, variables from previous semesters become less relevant in the fourth semester. Like the average grade, the ratio of passed courses shows a similar behavior, although it is surprisingly the most relevant variable in the fourth semester. The repeat variable shows a similar behavior to the T model, except in the fourth semester.

Furthermore, it is interesting to see how the values of these relevant features are related to critical configurations. To analyze this issue, the top three features in the aforementioned models were computed at the configuration level, averaging the results of all the students who took each configuration. In this case, as knowing the dropout level was not necessary, all 695 students in the dataset were considered (we removed the filters to flag dropout presented in Figure 1). The results for the top 20 critical configurations of the first four semesters (there are 32 in total) are shown in Figure 4.

This Figure indicates that not all critical configurations are negative, but actionable. There are some configurations where most of the students obtain low grades and fail most of the courses (e.g., S137) while there are others with very good results. This is an important finding, since program directors can not only detect configurations where students...
may struggle, but also those where it might be easier to succeed.

Moreover, S29 is the most frequent configuration (320 students took it), and, although it does not contain repeated courses (repeat=1 means that all courses are taken for the first time, as shown in Table 2), many students get poor results. This actionable information serves to provide insights to program directors regarding the workload or the possible reasons behind taking this configuration.

Additionally, a hierarchical clustering analysis was conducted to discover whether there were any patterns or distinctions between the configurations. This was done by using the variables avg_grade, r_passed, r_taken, r_cancel, and repeat at the configuration level. The optimal number of clusters was computed via Silhouette analysis. Figure 5 shows the clusters obtained.

Figure 5. Hierarchical clustering of the top critical configurations
Source: Authors

Two clusters are relevant: the red one and the green one. The red cluster shows configurations with poor results and low average grades and rates of passed courses. Meanwhile, in the green cluster, students usually obtain good results and high average grades and rates of passed courses. The repeat variable is also usually high (students do not repeat courses). Therefore, red configurations should be avoided, and green ones may be encouraged by program directors. Finally, there is a special cluster (the blue one) with two configurations where all students validate all courses, which is not relevant in terms of student performance. An analysis of the the 17 red configurations reveals interesting facts. In six configurations (29, 149, 306, 464, 518, and 1170), all courses belong to the same semester in the program, but the average grade in most of the courses is below 4, implying that these configurations include difficult courses. In addition, there are seven configurations (53, 58, 98, 100, 111, 137, and 1274) where all courses belong to the same semester except one. In all these cases except one, most of the courses show an average grade below 4, implying that they are difficult configurations and the students may not perform as expected. Finally, there are four configurations (21, 124, 558, and 865) where students have courses from different semesters. In those cases, it is likely that student performance also affects the configuration. Further analysis should be conducted in this regard.

Finally, considering all the results and the actionable information provided by the C model, the flow of actions in an institution could be as follows:

1. Making predictions using the different models (as all of them are quite accurate).
2. Identifying the most critical configurations with the C model.
3. Computing the main features and identifying the cluster they belong to.
4. Program directors could review the predictions and support the students’ decisions. To this effect, a dashboard could be implemented to provide this information, as in Guerra et al. (2019).

If these steps are taken, both descriptive and predictive information based on configurations could be used to provide better counseling to students, which may in turn result in better graduation rates.

Conclusions

In this article, a novel dropout analysis model was proposed as a method to support decision-makers during student counseling and/or curriculum innovations. Two models were compared against our proposal, upon the basis of students’ performance in each specific set of courses. All models exhibited a high predictive power, although the normalized model stood out. Nevertheless, the configuration model (the proposed approach) implies a reasonable trade-off between prediction power and actionable information about critical configurations. The main findings are summarized below:

- The configuration model has a strong predictive power, particularly in the first semesters, so it can be used for early dropout prediction. However, it may face issues in later stages due to the diversity of configurations, as reported in other works (Kohavi and John, 1997), which implies too many features.
- Predictive power is very high for all studied models since the first semester, as was previously reported by Lázaro Álvarez et al. (2020) and by Berens et al. (2018) to a lesser extent. This means that it is possible to obtain accurate early predictions once the first results of the students are available.
- The configuration model aids in identifying critical configurations that program directors can consider in their counseling sessions. Program directors may warn students about negative configurations and recommend courses, providing another perspective, different from other traditional recommender systems, as is the case of Denley (2014)).
- An analysis of critical configurations shows that initial programming and mathematics courses may cause difficulties for students and configurations with more courses than expected (heavy workload). This is consistent with other works highlighting the difficulties of programming courses (Figueiredo and García-Peña, 2021) or the students’ issues with heavy workloads (Radovanović et al., 2021).
- The most relevant variables in the models are the average grade of the courses, which is consistent with...
Delen (2011); the rate of passed courses; and, to a lesser extent, a variable indicating if the student is repeating many courses. In addition, relevant variables are usually also relevant even in subsequent semesters (e.g., the average grade in semester 1 was highly important in the first three semesters).

- The most relevant variables enabled a cluster analysis to identify positive and negative configurations.

In light of the above, the proposed model provides actionable information for decision-makers to enhance the learning context. If a dashboard with all this information is given, directors could easily identify students at risk and analyze their trajectories to better guide them in their learning path, which may in turn help to reduce dropouts. In addition, directors can further reflect on how the program is designed, so that the configurations for each semester are better balanced and the workload can be better managed by students.

One limitation of this proposal is that, as completing a degree takes several years and information from only the last seven cohorts (years) is available, data on completion are not available for some students. This means that the dropout definition (which is not unique, unlike a numerical grade, for example) had to be adapted, likely affecting the results. Furthermore, only data for one degree program were used, and more variability would be needed to compare different contexts and analyze the generalizability of the models. Nevertheless, these models can be easily adapted to other programs, although they may require training.

In future work, the addition of new variables, such as the student’s financial situation, mental health, change of interest, personal reasons, and specific grades in critical courses, as well as the general features of the configurations (e.g., popularity/frequency), may be relevant to the understanding of dropout and the improvement of the models. Further analyses involving interpretable machine learning tools such as those presented in Nagy and Molontay (2023)) could be performed in order to better understand the models. Moreover, putting predictions in a dashboard and evaluating how programs use them would be a relevant contribution. In this vein, a scheme could be developed to ensure that directors get proper feedback and provide adequate counsel to students. This scheme would also allow students to provide feedback if they eventually drop out, and it would help to detect special situations that are useful for enhancing the models and identifying critical configurations. With regard to these configurations, more research is needed in order to obtain a better understanding and to determine whether poor results are related to course difficulty or student performance.
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