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ON THE MIXTURE OF SOME CONTINUOUS DISTRIBUTIONS
by

G. S. LINGAPP AIAH

SUMMARY

In this note three aspects of the mixture of
continuous distributions are considered. Firstly, a
finite mixture of densities involving & Vg

,{‘f ; /\] X, ..., A x)is considered and

. . (
4 n ' n

the distribution of the sum of independent varia-
bles, each from such a mixture, is obtained. Se-
condly, characterization of a mixture of k Gamma
distributions is attempted. Finally, non-central
chi-square and doubly non-central F is discussed
in relation to a finite mixture of normal distri-

butions.

1. Introduction. Analysis of mixture of distributions has reccived attention for
some time as can be seen in [171, Many of the recent works on the mixture have
been mainly on the problem of estimation of the parameters and the problem  of

identification which are illustrated in [13' . [14]1 _ [15) and [16|, Various me-
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thods, such as methods of moments [IT! and the method of maximum likeliho-
od in a grouped data [13] and [14] and other techniques are used for this purpo-
se. Also, this author [4! has recently considered the distribution of the sum ol in-
dependent variables, each with a finite mixture ol Exponential distributions  as
their densities. In [2'  for example, analysis of variance is discussed in relation
to a mixture of two normal populations. Here, in this note, three aspects are dealt
in relation to a finite mixture. Firstly, distribution of the sum of s indcependent
variables each from a finite mixture involving the hyper-geometric function  [111
by, dgy..e, L, i B /\1.\' oA, x ) is considered and it is skown that the
results of [11 are the particular cases of this general situation. Incidentally, in-
teresting applications of the General functions including hyper-geometric functions
can be found in [31, (51, [6!.[7] and [8!, Seccondly, a mixture of k- Gamma
distributions is taken up and the characterization of such a mixture is attempted
in terms of Ioverted Dirichlet's distribution. Further it is shown that this is the
general result of particular case of [91, Finally a linite mixture of K -normal
populations is considered and the non-central chi-square and doubly non-cenltral

F distributions are dealt in relation 1o this mixture.

2. Distribution of the Sum. Consider a density
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and @5 is the hyper-geometric function [ 111, The characteristic fuction of

using [10] is

k
U (1) X 0. . (3)
VN A
where
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= J (/ 01
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Hence the characteristic function of the sum of s independent variables cach
having (1) as its p.d.f., is
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f g a1 5 f i !/,/ ne il s and in (5) runs on the
L.7s. Inverting (5), we have the distribution of the sum as
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s
where w= Y x. ;0 now it is easy 1o see the result of [ 17 is the special case  of

izl ¢

(6) .

3. Mixture of Finite Number of Gamma distributions. Now, consider
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, (7)
. i
where cé/.(x) R

' |‘(ﬂj) and the ()I-'s are as before. We state below a
a characterization ol (7) as follows

THEOREM . Necessary and sufficient condition that a set of independent ran -
dom variables x;,x,

X, , | bossess the density (7) is, that a set of varia -
bles vy, - /
i

X/ Xy j=1, ....n, follow the distribution

Iy e &
e . - '
/(}I')Z’ ‘n)pk'()l 'ﬂ/e “f_‘,’l Oj’)(ﬂlrl'ﬂhz’ "”nr"' anql,j) (8)
where
a,-1 a, -1
D ] »"ll "'ynn [aia, ) G
(al' LRI 1)' / ard : (9)
ni 1
ESTERRTER'S (a;). a)l (a,, )
v, oy, >0 and

a=@;+eecta,

The deseription of the two sums in (8) and the notation a

s are deseribed
]
below
- Necessity : The joint density of Xy, Xyl is
ny 1 n+ 1k
1i x.) - S . D 10
i=1/(\‘) il“!l 2 (H/ q’)lj(x)) (10)
where -x; aij _1
([)ij(.x') LR e %G ; l‘(aij) (10a)
Now (10) can be written in the form
Il N k
) - ;
| 201 Hk “ ('l’lrl ‘bZrz"' (bnrnl | sz'l d)u,l,s I (105)



NN ’ » g i 7 ) & 5 % .
where rj s can take values 12, .., k£ Fuarther the distribution ol the  r.'s

depend on /’.’ s and the second sum in (10b). For example, if Iy u. then all

’
p )

ri*s are cqual to LI 7, -n thenall ri's are cqual to & I » 3 and £ 2,

/

) b L2
we have, for example, the coeflicient of Oy ), as

@11 218321 brab21 b3y &, b22b3) (10c)

Looking at (10¢), we can notice that the first subscript of ¢ corresponds to the
observation number while the second subseript corresponds 10 the  parameter

within the observation. In general in ( 10h), ll' ri 's are 1, [5. r]-’s are 2 and so

on. Now il we make the translormation Yp® Rl %ya i v i 1.2.....n and sct-

; . : , ; . n
ting v, ;= u, we have the Jacobian of the transformation as « and (10h) re-

duces to
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where a= W B Now integrating out # in (11), we ger (8) .

1 n

(ii) Sufficiency : To prove this part, we shall use the result of [12] according

10 which, if Xpoeoo Xy . are independent, positive variables, then the charac-
teristic function of  /og y,. dog y,, determine the characieristie function of

0 th : co i :
log x,,...log x, ;. uptoaiterm e , provided the characieristic function of

the later do not vanish at any point. Henee, il the charactieristic function of



log \] is L//i(tj) then it is easy to see that

n
Yl byt )=y(t) il (8,) 0, 4 (- .}_I 1) (12)
1=
where Yty IRREE 1, ) is the characteristic function ol /og Y, dogy,, .
Now [rom (10a), we can see that
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Fhis i< exactly what we get for ‘-/’I (tp).. 4, 1,00, (-% r].) using (13)  and

(13 a) and henee the sufficieney follows. Note again that the second sum in (14) is

on r.'s which are controlled by 7.'s which in turn depend on the first sum
j ¥ Gt
Now il 4y =d;. then in (8) every term has y y"" and hence (8) reduces
Ji 1

10 (9) which is deseribed in [9' ., Further a comment on (8) is in order now. Act-
ually, we have considered an intermediate situation. That is, we have taken A =1,
s -0 x ”]’j..l/ ~ { s "
in e " Ya(2x) /1 (aij) we could have let @ change instead @ Then(8)
will be even simpler. In such an event a pari of (8) will be
a
( . o & §
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Similarly at the other end, we could have ler both + and achange in which  case

part of (8) will look like

nlrl ”;/r” a0 1. (/I’_I-l ”'/"”. 1
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— )
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where a A, beeenoa,

4. Non-Central Chi-Square and doubly Nou-Central =1 in relation to the mix-
ture . Now let
k
fix) = 2 0. f. (x) 17)
= X0 4 (

with same conditions as ¢’ s as hefore and

2
/I.(.\’) ceap |- i(a- ,1/) b, V27 . 2~ i i

Then the joint density of w-independent variables s

n
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which from (19) reduces 10

] / = ( —” i s)
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on completing the square in (21a) and integrating out ¥j.o we get
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/ > 2 2
a4y (/l,l II.’.?} 25 a5 (“124“22) 2
“gf 2 S sl
and  g(u) = ¢ w /(s 12
i . . . >
It is 10 be noted again that in (22), the second sum runs over A =g e “;7):'
! ”

Now il we consider two independent variables o 0w, cach having p At (22) and
ilweset I'=[(u/m)/v/n)" and i rrating i 7 Al
/m)/ v /n and integrating out ¢ in f(r YI(F « 10 e 7) : we

get the resulting distribution as

i ) [+ m Ly vmy, o s or
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where in (24), Tirst two  sums are on /I-'S and n//»'\‘ and <ccond two sams  are

on .r.'s and 5jr ’s. (22) and (24) are respectively the mixtare ol non-central
! !
chi-square and doubly non-central - distributions. The non-centrality-parameter

varies from term 1o term according as the cccond sum in (22). Fuether, probability

integral from (24) is casy to compule us g [ 181, Only thing new is the evalua-

tion of the non-centrality parameter at cach step
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