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1. - CEFINITION OF ANALYTIC FUNCTIONS

Reminder. - The field C is an algetra over the field R. The

elements 1,i form a basis of C over K.

An analytic function f, may be regarded as a map :
(x,y)=>u(x,y) + iv(x,y) = f(x,y), from R2 into the algekra
C, such that,

iDyf - Dyf = (iDy - Dy)f =0
This formula remains meaningful when f is a distribution.

We are going to denote by K a field equal to R orto C; Ly
A a commutative algebra over K (K-algektra) with unit element, so
that K may be identified with a subalgebra of A; by D, the space of
the k-valued C™funtions with compact support defined in R" equipped
with the usual topology (Ref. 1, pag 67); and by D’ the topological

dual space of D, called the space of distributions.

Let us fix a base (ax))\el_ of A. Let us denote Pry the
map ;qu)\ — 7y from A onto K.

Let L* be the space of all K-linear maps T of D into A,
such thar pryoTe D for every Ael.

() Thesis work submitted to the Faculty of the Graduate School of the
University of Maryland in partial fulfillment of the requirement for

the degree of Master of Arts, 1963.
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The map
D’xA — L®

(s, 0) — {9 — ¢S, 9> a}
is bilinear, hence it defines a linear map h

h:D@A — L*¥

S® a ——){g-—-)(s, g)c}
(Ref. 2, pag 7, scholie). Let us denote D'®A by D’'(A).
Proposition 1,1. a) h is injective. b) if dimKA is infinite h is
not surjective.
Proof. d) Every element ueD’(A) may be written in the form ZA:TAQQA
(Loc. cit. Pag. 10, cor. 1), where Ty = .0 except for a finite number
of indices. Then, if we have Z,(T)\, g)a>\ = 0 for every g € D,
this implies (TX’ g) = 0, for every g -and for every X, which
implies T>\ = 0 for every N\ .

L) For every positive integer ¥>0, let Bv be the ball of radius ¥ and
center 0 of R", and let (OXu)VeN be a sequence of different elements
of the basis (07‘))‘3': Loet T_V be a sequence of elements of D’ such
that supp. T, C CB,\'\Br
The map : g—p Z(T,, g)q)\y
v

of D into A belongs to ¥ but is not the image ky h of any element
Z T,\@ a, since one of these elements contains only a finite num-
Ler of ay -8
Remarks. 1) The proposition 1,1 allows us to identify D’ (A) with
a subspace of 1,

2) Henceforth, we will write Sa instead| of S@aq, for SeD’

and ag A.

If E isaringlet, E [ Xi...Xn-] be the ring of
polynomials in the letters Xqoo- Xwn with coefficients in E. Then
we can consider K [Xi' & X;los a subring of Ain' S X“].
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By putting XjTu & Dx_Ta, (TéD: a€A), we define onD’(A)

)
a structure of module over the ring A [X‘l & afe Xn].
The elements Ta of D’(A) will be called distributions with
values in A or simply distributions. X{Ta will be called the i-th

partial derivate of Ta.

Let A= (%~ be a sequence of n distinct indices and
ANc(1,n)x(1,n).

Definition 1. 1. We will say that an element TgD'(A) is analytic

for the couple (A,AA), or simply analytic, if the annihilator of T in

the A[X1 vee X"]-module D’ (A)includes the ideal @ of A [X gooo X,,_J
generated by the polynomials a),’Xi = q )iX'S, (iided\ -

Definition 1.2, Let T be analytic for the couple (A, A). |f the

ax; (1€i<n) are invertible in A, and if from the relation

X;T_ XiT
OAJ Gxt

for (i,j)e /A, we can conclude that the same relation holds foreach

(i,i)€ (1,n) x(1,n), then we define the derivative of T as

dT  X{T
dz Oy
z being defined as z = xqa5 + ...+t x40, .

Example 1. 1. We can take in definition 1,1: K=R; A=C; n= 2
L =112} (ayneL ={ea = 1. o= i} A= (1,2A= (1, D%
How if we take an analytic element of the couple (A A\)in the sense of
the definition 1. 1 we have got an analytic function in the usual sense.

Example 1.2. Let A be an algebra over R, andlet g ...gnben
linearly independent elements of A. Let f: R"—> A be defined by

f(x1...xn) = xq9q4teeet X0 On- Then,

(Xygy = Xjoy) f= g 9y-9;95 =0
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So, f is analytic for the couple A’A where A =(1,2,.. A=A

Furthermore, if the g; (1€ign) are invertible in A, the derivate of f is,

df 1 (uunit element of A).

dz:

Example 1. 3. We can take the example 1. 2. A = RR,

g‘-(x) :{1 if xgj
2if x»j
9; has an inverse :
Tif xgj
o o

The unit element of A is the function equal to 1.

gj" (x)

2 - ANALYTIC DISTRIBUTIONS WITH VALUES IN A
QUOTIENT ALGEBRA.

Reminder. |t is possible to define the R-algebra C in the following

way : consider the homogeneus polynomial

I
P(Xy Xp) = X3 + Xz& R[X,, %]

and the ring R[Zz], Then A = C is isomorphic to R[Z;‘/(P(],Zz)).
Let é - R[z3) = R[ze)/ (P (1,2p)

be the canonical epimorphism, let Q(Zz) = gawhich is usually denoted
by i. We have P(1,g) = g4+ 1 =0, in A,

92
In this case

2 2 _
Xy + Xg = -(Xg g9 Xp) (Xy g5t Xp)
or in other words, X%+ X3, which may be regarded as an element of

A[Xg. Xa]. belongs to the ideal (Xyga -X5) € A.

From this fact we can prove that if f(x,y) = u(x,y) + iv(x,y)
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is analytic, then
2 2
(D2 + Dy) u=(DE+ Dy) v =0

Let
N N, P
_ m-¢
(1) P Xy oo Xw) =2 dhXT XE + - ATRYTTX, with o
€ K(2%ign, O$p<m). Suppose dj = 1 for 2gjgn. Let us write
(2) Z.( : 'x (24isn),
" p=0 P
so fho'r
M
(3) p=2.°P
V=2
Let

A= K[ZZ’“' ‘-‘/ PA, Z,, ... i L)) ¢ the canonical
epimorphism from K[Zz,..., n_] onto A, and b(Zj)': gj,(?iisn‘).

We have

(4) F’(],gz,...,gn)=0
Lemma 2.1. |[f we put
»*
(5) Ff) (Xil Xj) = P(X.,ng',...,gJ X|,Xj,g3“X,,..., g‘X.)

then we have

L2

(6) Pi= ARy
J=
X

2
A ]
Proof. P-(X L .):P 1, J + %Pk ‘,gk 1) Then
(3
»*
%PJ(X X;) %;P (X, X;) +Z(22p (X1, %)=
M
=P(Xgeees X )+ (2P (Ligp s g Xgt = PO, X))

since from (4), (n-2) P(]Igzl""gl) X;“ =0

«
Lemma 2. 2. The element Fj( Xl’ Xj)E A[Xt, X,] is divisible Ly
Xl 9j- Xj-

Proof. F":‘( Xy Xj) may be considered as an element of the ring of

polynomials in Xj with coefficients in the ring A[-XJ. If we replace
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in P;, X; by X495, we get
L
P(X Xyg) = P(1,95,-..,90) X3 =0
from (4). Then (Xggy-Xj) divides Pj%. (Ref. 3, pag. 23, pro. 5).8

Let (& Le the ideal of A generated by the elements

X Xj (2€jgn).

19°
Proposition 2. 1. P(X <«2, Xp) considered as an element of
A[Xi’“ X _]belongs fo .
Proof. Follows inmediately from lemmas 1 and 2.8

Now, choose in A a basis (OX))GI" such that

ag =1, 0 = g2,:++,9n = i

Let A= (1,...,n), A = {1} xA .We then have
Corollary 2. 1. f T = Z'TA ay is analytic for (A’l\) then

P(X .X'\)TA: 0, for each A eN.

Ir
Proof. 0 = ILPY(Xy Xj) T™ = P(Xg,..o,Xa) (30Ty0,) =
=2

:gp g1 ‘) T)G)\.
The conclusion follows by remarking that the a , are linearly

independent.§

Example 2. 1. Let us consider the polynomial

P (X g sosns Rk 2, Xy # o kK o Thén
A =K[Zygee Za)/ (1 2344 2

1+ g+ ..t ga =0

M L) m
PY(X,, x,)_xJ+x 1+Zg = Xj- oy Xy =
= (X - gJX)ZX:\_‘ng) (25j¢n)
J‘l = — ma—-% k 4
P(Xq- X)—Z.:P =3 (Xj- 9;X o) (ZXT77 X a5

Example 2. 2. Let us consider the polynomial

P Xy ¢, Ag) 2 NPEeN gz AT Fhen
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L)

] - 92 ~ "9': =0

4 = XM x™0 - w X
Pj(Xi,XJ)-~-XJ+X1(1 %gk(-(x,g, X))
Y e ¢ M-k oy
02— Xy9; Xj )

K20 w . i M_—;. . o

. . k
P(Xgor X = 2Py = 2 (Xg5= X (22Xl )
J=1
Remarks. Let us consider again the general case considered in

definition 1,1, where A , 'A,A , were arbitrary. We get : if

PX,, -+, %) € K[X,, ..., Xu)belongs to the ideal @<ATX,, ..., %]

generated by the polynomials a:.X; = ay. X;, (i,i)€ A then the
AN P

elements a A o092, are algebraic over K, since
Al

) =
P(o}‘,“.,o}‘, 0.
o y . ;
Let D be the subspace of D’ of the continuously differen-
tiable function., D ~ is an algebra over K. Du)oA A may be

identified with a linear subspace of D'® A (Ref. 2, pag. 11, cor. 3).
E(“Q A will be called the space of continuously differentiakle func-
tions with values in A. If f€ D®® A is analytic, we will say that

f is an analytic function.

By writing (fea)(g®b) = fg@ab for all f and gD
a and be A, we define on D‘“@A an structure of K-algebra (Ref.2
pag. 30).

The formula
(o)in—oij) (”“aak)(flch)) = ((a,\_’X;—cz);X:')fka’“‘)fea)l ¢+
for fkolg and feuAc belonging to Dub A proves that the product
of two analytic functions is an analytic function. Since the sum of two
analytic functions is an analytic fuction we conclude that the set of

all analytic functions forms a subalgebra H of DV A.
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Now, if with the notations of proposition 2,1, we put

z(xi,...,x“) = xg t Xp09, teeo t X, 0

then the set of elements of the form P (z), where P(X)€ K[X]form
a subalgebra of /&, which we will denote by §

3 - CAUCHY’'S THEOREM

Notations. Notation and terminology used in this chapter are those of
Chern ( Ref. 4. ). We consider differentiable chains in the sense of

reference 5, page 27.
Remider. If f is an analytic function in the disk |zl € r, r> 1, then
§ f(z)dz = 0
r

where ¥ is the circle 1zl = 1.

The n functions

R —> F
iy :
(xj)“iju x . (1gisn)

define an structure of differentiable manifold on R™ Let x €R™

|.et V'(x) be the space of covectors at the poin x, N(x) the exterior

algebra of V"(x), ARY = U.{\‘(x) the bundle of exterior forms.
X&R

By extension of the ring of scalars from R to A (Ref. 2, Pag.
20) we define the A-module V:(x) = AeV*(x). By the same procedure
we can define from the R-algebra /\‘(x) the A-algebra A@/“(x).

(Re. 2, Pag. 36), and the bundie AR™ = U (A®@ A(x)).
xe ™

Let us take a look at A.V*(X) and AOA‘(X). The differen-
tials dxi (16j¢n) form a basis of W(x). Let (O.A)Mbe a basis
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of A. Then the elements

GXde‘i A€, I<isn

form a basis of the R-linear space A OV*(x).

L7
If AV*(X) is the space of (exterior) r—covectors, we know

F i sais N
that A¥(x) is direct sum of the AV (x), Ogrgn.

The exterior r—covectors

dx;’.l\...l\ dx‘-_k it<"°<ih

n
form a basis of A V¥(x). The elements
AO(dx. A...Adx-%'), AEL, iy <...Ciy &n

‘3
form a basis of the R-linear space AQ(K V’*(x)) .A® /\*(x) is
n
direct sum of the AQAV’(X), Ogr¢ne

a

A
In the A—modules A ® V¥(x), and A® A V¥x) the multi-

plication by an scalar is given by
u(aAO dx(-) = a caﬁdx;, a€A, el 1<ifn.
o(o)\Q(dx;‘A Adx‘;&)) = aoAO(dxi‘A oo Adxy,)
agA, A€L, il‘ oo & ip.
Now we are in position to extend the definition of exterior

differential form, exterior differentiation, and integral of an exterior

differential form.

Definition 3.1  An exterior differential form of degree r and class

1 with coefficients in A (or simply an exterior differential form) is

a map
" n
P PR
A0 R A (R™)
x __._75 . .(x1,...,x“) dxil\...l\dxt'
¢ “”& % ey VA . ) A
O
where the ‘‘coefficients’’ Ok‘- « (xy,+0+,%,) belong to D @A.
ety
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) we can write

With the help of the btasis (a

A hel
—— ™)
(1) Ay = 2 ;. i,.(xt”"x")chdx(,A oo A dxg =
IARET I
—
= Z,\: o)\('z__?l;l___'-h(xl.“x,\) dx;.sl\ cee Ndxi,)
L€,y
m)

where O(i‘“.‘.m (x',...,xu)eD(').

When X is a usual exterior differential form, we know the

meaning of its exterior differential dex , and integral S ® ( O being
T

a chain ).

Definition 3. 2. The exterior differential of the exterior differential

form (1) is defined by

(
(2)  dey = Z_ayd ML e g i dig )

A .( <.~ LA Yy b
The integral over the chain G~ is defined by
@)
30 (o, i;_o)(FSZ Lipoorin dx (A e A dxy).

o

Let us return to de notations of proposition 2.1, and consider

the exterior differential form :
dz = (gg+ ..o + g dX, + d%, +...+ dX,. where

d85= (=1 dxg Ao Adkg N dxg Ao Adx, (26¢n)

dQ*: dle\dx’/\,.. A dxn

Proposition 3.1. If¢60'® A, and @ is a chain, we have

(4) S bdz v ::S((glxi Xz o (g,xl x\))fdxln .Adxw
kla
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d(‘dz):%sdx’/\...l\dx“(g2+..g+g“)+
1

284
X%,
%%(4)"_ dxp Adx, A dxa A ... A dxy_, =

= ((gpXy = Xg) + oeve + (8,2~ X)) ¢ dx A ... A dxp

+ xzf\dx.l\dxsl\,.,/\dx.‘+.

The conclusion follows from Stokes’ formula

(4) So(A: SJolA
6 o
applied to
dA: ¢ dz.§

Corollary 3.1. If F(xi,“.,x‘) € D(n@ A is analytic for the
couple (N, A ) then

(5) S Fdz v 0
o0

for every chain O
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4 - APPENDIX

The article ‘‘A Generalization of the Cauchy-Riemann Equa-
tions’’ by J. Horvdth studies an analytic function by starting from an
homogeneous polynomial

M K-m

K
P(X Xa) = 2—YX, X

m=0

| was interested in doing the same work starting from a general
homogeneous polynomial

OIS M R R 0 vy

I tl
A ”‘\*--"N“m
| found several problems which | could not solve.

Here are stated three of them, pointing out some difficulties to overcome.

Problem A.1l. To prove proposition 2,1 we took a particular homo-

geneous polynomial

(1) P (X X.) = P (Xi,X2)+...+P“(X1,X”).

i Xl = Py

The question is whether proposition 2,1 remains true when

we take a general homogeneous polynomial
™M, W
sl 2 T sl

Froblem A.2. Suppose n® in (2). Then if E is a fundamental

(2) P(Xgre-
solution of the polynomial (2), and if we put
LS

(3)  P(Xg,Xg) = (93X X)P* ™ (X, Xp)

then
(4)  P**(X., X,)E
is a fundamental solution of the operator gzx' - Xg-

The question is how to generalize this fact to the case n »2.

Problem A,3. For the case na2 the following theorem is proved

(Loc. Cit.) : Let f be analytic. Then we have
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f(X°,Y°) == ‘SrE(Xo_leo-y)f(xly)dz
where ¥ is a simple closed piecewise differentiable curve containing
the point (o ,Ye) in its interior.

The proof of this theorem makes use of the fact that there exist
a fundamental solution of the operator g, Xy - Xz .

The problem is how to generalize this theorem to the case n > 2.

- 0-0- &
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