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ABSTRAcT. In this paper, the local behavior of harmonizable spatially isotropic
random fields is considered. Spectral representations are obtained for general-
ized and ordinary harmonizable spatially isotropic fields with spatially isotropic
increments of order M. The representation of a field with spatially isotropic
increments of order M is also presented.
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1. Introduction

In recent years the study of harmonizable processes has played a central role
in the development of the theory of non-stationary processes. Crucial to this
development is the pioneering work of Chang and Rao [2J on bimeasures and
Morse- Transue integration. Their paper set the stage for the recent advances in
the theory. A recent account of the development of harmonizable processes and
some of their applications may be found in Swift [14]. That paper also contains
a detailed bibliography of the existing work on harmonizable processes.

The corresponding theory for harmonizable fields and their applications is
being developed by R. J. Swift in a series of papers [9]-[11], [13J-[15]. In this
paper, spectral representations for local classes of fields is developed.
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After the necessary background on harmonizable fields is presented, a brief
account of the development of local fields is given. The notion f a generalized
random field is central to this material and the required theory is detailed. The
paper concludes with spectral representations of several classes of local fields.

2. Background

In the following, the probability space, (n,~, P), is always present.

The desired class of random functions is obtained by considering a random
field X : JRn -+ L5(P) that is stationary. Recall that such a field can be
expressed as:

(1)

where Z(·) is a a-additive stochastic measure on the Borel a-algebra B of JRn,
with orthogonal values in the complex Hilbert space, L5(P), of centered random
variables. The covariance, 1'(', '), of the field is

r(s, t) = r ei(S-t)·)..dF()..),
}JRn

where E(Z(A)Z(B)) = F(A n B), F a positive finite Borel measure on JRn.
Here E(-) denotes the expectation.

A generalization of the concept of stationarity is given by fields X : JRn -7

L5(P) with covariance 1'(',') expressible as

r(s, t) = r r ei)...S-iXtdF().., )..'),
}JRn }JRn

where Fe,·) is a complex bimeasure, called the spectral bimeasure of the field,
of bounded variation in the Vitali's sense or more inclusively in Frechet.'s sense;
in which case the integrals are strict Morse-Transue (ef. Rao, [6] and Chang
and Roo [2]). The covariance as well as the field are termed strongly or weakly
harmotiizoble respectively. Every weakly or strongly harmonizable field X :
JRn -+ L2(P) has an integral representation given by (1), where Z : B -+ L2(P)
is a stochastic measure (not necessarily with orthogonal values) and is called
the spectral measure of the field. Both of these concepts reduce to the stationary
case if F concentrates on the diagonal)" = )..'of JRn x JRn.

A general class of non-stationary processes which extends the ideas of the
harmonizable class was first considered by Cramer in 1952.
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Definition 2.1. A second-order random field X : IRn --+ L2(P) is of Cramer
class (or class (C)) if its covariance function r(·, .) is representable as

(2)

relative to a family {g(t, .), t E IRn} of Borel functions and a positive definite
function F(·, .) of locally bounded variation on IRn x IRn, with each 9 satisfying
the (Lebesgue) integrability condition:

0::::; { ( g(t1,>..)g(t2,>..') dF(>",>..') < 00, t E IRn.
JJRn JJRn

V F(-, .) has a locally finite Frechet variation, then the integrals in equation
(2) are in the sense of (strict) Morse-Transue and the corresponding concept is
termed weak class (C).

3. Local classes of fields

In the modern statistical theory of turbulence, random fields with certain local
properties are often considered. A useful addition to this theory is given by
considering a random field X(t) which is not necessarily of class (C), but whose
increment field

IrX(t) = X(t + r) - X(t)

is of class (C). Rao [7], obtained the spectral representations for these locally
class (C) random fields. Rao showed that the representations are obtained
by considering generalized (in the sense of Gel'fand and Vilenkin, [4]) random
fields, since they provide the required differentiability structure. The notion of
a generalized field will now be given for completeness.

Consider the space K of infinitely differentiable functions h(t) having com-
pact supports, which with compact convergence becomes a locally convex lin-
ear topological space. A generalized random field X is a linear functional
X : K --+ C such that if {<Pn}~=l c K, <Pn --+ a in the topology of K, then
X(<Pn) --+ a in probability, as n --+ 00.

The mean of a generalized field is the linear functional

m(h) = E(X(h)), hE K

and similarly its covariance is the bilinear (conjugate linear in the complex
case) functional
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Ordinary fields generate the corresponding generalized fields by the relation

X(h) = r X(t)h(t)dt for h E JC,J~n
The converse is not true unless an additional condition is assumed. That is, if
a generalized field X (.) has point values (also called "of function space type")
then the reverse implication holds.

Using this, and results from the theory of generalized functions, one defines
the derivative X(m"." ,mn)(h) of a generalized field X(h) as

X(m" ... ,mn)(h) = (_l)M X(h(m" ... ,mn)), M = ml + ... + mn.

Using these ideas, one can define the class of generalized class (C) fields as
follows.

Definition 3.1. A generalized random field X : JC -+ C with zero mean and
covariance functional r(·,·) is of weak class (C) if it can be expressed as

(3)

where Fe .) is a function of locally bounded Frechet variation satisfying where

r r IdF(A, A')I <
J~nl«. ((1 + IIAI12) (1+ IIA'112))~ 00

(4)

where p > 0, II . II is the Euclidean length. Further the integrals relative to F
are in the strict Morse-Transue sense and hi are the g-transforms of hi, i = 1, 2

~(A) = r hi(t)g(t, A)dt.J~n (5)

This Definition was given by Roo [7] for class (C) fields and extended to weak
class (C) by Swift [14]. Spectral bimeasures F(·,·) which satisfy equation (4)
are known as tempered.

It may be shown that such an X (.) admits a representation

X(h) = r h(A)dZ(A)J~n
where Z : B -+ L2(P) is a vector measure such that

E(Z(A)Z(B)) = i l dF(A, A').

If in the representation (3) g(t, A) = ei>...t, then the generalized random field
XC) will be a weakly harmonizable random field. That is, the covariance has
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representation

(6)

where F(·,·) is a positive definite function which satisfies equation (4). Further,
one notes that the integrals relative to F are in the strict Morse-Transue sense.

The theory of generalized fields will be used throughout the remaining sec-
tions of this paper.

A useful extension of the classes thus far considered was considered by Swift
[14] and is given by the class of fields X(·) for which the increments of order M
are of class (C). More specifically, if X(h), is an arbitrary generalized random
Held, then it is a random field with class (C) increments of order M if its
generalized partial derivatives x(ml,m2"" ,mn)(h), where ml + m2 + ... + mn =
M are of class (C).

Swift showed that for a field to have class (C) increments, g must satisfy
further conditions. Specifically for the case of class (C) increments of order M,
it is required that g satisfies g(t, A - A') = g(t, A)(3(t, A') for all t, A, A' E jRn

where

(7)

with

(8)

and ak{O, A) = ak i= O. One notes that these restrictions are satisfied if
g(t, A) = eiA,.t.

Using this, Swift obtained the following representation of generalized random
fields with class (C) increments of order M.

Theorem 3~1. A generalized random field X(h) with Mth order class (C)
increments has spectral representation:

X(h) = r h(A)dZY(A) + (a, VMh(O))
lfRn-{o}

where Zy (-) is the spectral measure associated with its class(C) M th order
partial derivative field Y(-) = x(ml,m2,'" ,mn) (h)(-) and h is the g-transform
(5) of h with g satisfying g(t, A - A') = g(t, A)(3(t, A') for all t, A, A' E jRn and
(7) and (8). More specifically,

Zy : B(jRn - {O}) -+ L6(P)
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is a measure such that

Fy(A, B) = E(Zy(A)Zy(B)),

which is of finite Vitali variation, where B(lRn - {O}) is the Borel c-elgebre of
lRn - {O}. Further, (-,.) is the inner product and the Mth order gradient is
defined as:

VM = (_l)M a· (rr" 18>"";'", 8m2 18>"";'2, ... ,8mn 18>..r;:n).

The covariance functional of X(.) is given by

r(h1,h2) = r r h1(A)h2(A')dF(A,A') + (AVMhl(O), VMh2(O))
Jan-{o} Jan -{o}

(9)
with A a positive definite matrix.

As noted before, the conditions upon g are satisfied when g( t, A) = eiA. t, in
which case the previous representation specializes to:

X(h) = r h(A)dZY(A) + (_l)M (a, VMh(O))
Jan-{o}

where Zy (.) is the spectral measure associated with its strongly harmonizable
Mth order partial derivative field y(.) = x(ml,m2,'" ,mnl(h)(-) and h is the
Fourier transform of hand Zy, a a second-order random vector and VM as
defined above.

An important subclass of random fields satisfy an additional condition called
isotmpy. Isotropic random fields XU, have covariance r(·,·) which are invari-
ant under rotation and reflection. Isotropic fields play an important role in
the statistical theory of turbulence, where direction in space is unimportant
[1'l]. Swift [9] obtained the representation of a weakly harmonizable isotropic
covariance as

res t) = 2lT (~) roo roo Jv(ll>"s - >"'tll)dF(>.. >..') (10)
, 2 Jo Jo II>"s- NtW '

where JvU is the Bessel function (of the first kind) of order 1/ = n22 and
F(·,·) is a complex function of bounded Frechet variation, with 11·11 denoting
the vector norm.

Isotropic covariances r(s, t) are functions of the lengths Ilsll, Iltll of the
vectors s, t and of the angle () between sand t. Detailed studies of harmonizable
isotropic random fields can be found in the papers of Swift cited above.

Using the ideas presented above, Swift [14], obtained the representation of
a generalized random field with strongly harmonizable isotropic increments of



HARMONIZABLE LOCALLY SPATIALLY ISOTROPIC RANDOM FIELDS 97

order Mas
00 h(m,n)

X(h) =an l h(t) 2:= 2:= S;"(u)
IRn m=O 1=1

X 100

Jm+",(Alltll) dZI (A) dt
+0 (Alltll)'" m

+ XM· 2:= /-lj,
jjl=M

(11)

(12)

I I'where E(Zm(BdZm,(B2)) = omm,ol!'F(BI, B2), with Fe,·) as a tempered
function of bounded Vitali variation, and u = Iltll a unit vector. Further,

1 () < l < h( ) = (2m + 211)(m + 211 - 1)! I ( )Sm " 1 _ _ m, n (2)1 I ' m:::: 1, So u = 1
II .m.

are the spherical harmonics on the unit n-sphere of order m with an > 0, a~ =
22"'+1fUi)1ri and X M = (XM1, XM2, ... , XMn) is a random vector which
satisfies

E(XMkZ;"(B)) = 0, k = 1, ... ,n

and

- {o,E(XMkXlj) =
b,

where the /-lj denotes the moments of h.

for k # i,
for k = i,

4. Harmonizable locally spatially isotropic fields

An addition to the theory given above is obtained by considering a random field
X: lR x lRn -t L6(P). The random field X(t,x) is both a function of a spatial
variable x and a time variable t. These fields are often useful in applications
such as the theory of turbulence, ef. Yaglom [17], and meteorology, ef. Jones
[5]. These fields have been previously considered in the stationary isotropic
case, and some results for these fields may be found in papers by Jones, [5]
and Roy [8], as well as the texts of Adler [1], Yadrenko [16], and Yaglom [17].
Recently, Swift [11], considered these fields in the harrnonizable case. The
spectral representation of these fields, termed weakly harmonizable spatially
isotropic, is

()
~ h~n)SI ( ) { roo iwtJ",+k(Allxll)dZI ( \)

X t, x = an ~ to' m U jRk Jo e (Allxll)'" m W, /\ .
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A natural problem, in light of the previous sections, is the spectral represen-
tation of a field X(t, x) that has harmonizable spatially isotropic increments
in the spatial variable x. The representation of a field X(t, x) that has har-
monizable increments in the time variable t was recently obtained by Swift
[15].

The fields under consideration are mappings on lR. x R" and can thus be
regarded as mappings on lR.n+1 so that the above outlined theory of generalized
fields may be applied with minor modifications detailed below. In light of this
theory, it is natural to consider an appropriate derivative field. More precisely,

Definition 4.1. A mapping X : lR. x lR.n -+ L2(P) is a strongly harmonizable
spatially isotropic random field with strongly harmonizable spatially isotropic
increments of order M if its generalized partial derivatives

8(m1,m2,... ,mn) X(h(t, x))
8X(ml,m2, ... ,mn)

where ml + m2 + ... + mn = M are strongly harmonizable spatially isotropic.

A spectral representation for such a field is given in the following theorem.

Theorem 4.1. A generalized strongly harmonizable spatially isotropic ran-
dom field X(h) with strongly harmonizable spatially isotropic increments of
order M has spectral representation:

X(h(t, x)) { ( an =JJR JJRn

~ ~n) s: (u) X { roo eiwt Jm+v(Allxll) h(t x)dZI (w A) dxdt
~o ~ m JJR Jo+ (AllxlW ' m'

00 h(m,n)

+ an]; ~ S~(u) h h hn IlxIIMh(t, x)eiwt dxdtdW/n(w)

where Z~(-,.) is the spectral measure associated with its strongly harmonizable
spatial isotropic partial derivative random field

8(ml,m2,'" ,mn) X(h(t, x))
Y(t, x) = ( )'ax ml,rn2,··· ,mn

and

hi ( A) = { ( h(t x)eiwt Jv+m(Allxll) dxdt
m W, JJR JJRn' (Allxll)v

is the Fourier-Bessel transform of h(t, x). More specifically,

Z~: B(lR x (0,00)) -+ Lij(P)

(13)
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is a measure such that F(·, " " .) is of finite Vitali variation, where B(lR x (0, 00))
is the Borel a-algebra of (lR x (0,00)). Further, for each m = 0,1, ... ,00 and
l = 0, ... ,h( m, n) the stochastic measure W~ (.) is defined by

WI ( ) = l' Z;'(w,c:) - Z;'(w, -c:)
m W rm k' .o--tO .

Proof. Using the relationship between X and the partial derivative

8(m1,m2, ... ,mn) X(h(t, x))/8x(m1,m2"" ,mn),

(cr. Yaglom [17]), it follows that since the measure F is tempered,

X (8(m1,m2'''' ,mn)h(t, X)) = (_l)M 8(m1,m2, ,mn) X(h(t, x))
8x(ml,m2, ... ,mn) 8x(m"m2, ,mn)

M JOO r 8(m"m2, ,mn) -
= (-1) -00 }[tn 8x(ml,m2, ,mn) X(t, x)h(t, x)dxdt.

Since the partial derivative

8(m1,m2, ... ,mn) X(h(t, x))/8x(m1,m2, ... ,mn),

is a strongly harmonizable spatially isotropic field with spectral representation
8(m1,m2, ,mn) _

Y(t, x) = 8X(m"m2, ,mn)X(h(t,x))

= ~ h~n) Sl (u) 1100

iwt Jv+m(>,llxID dZI ( >')
an ~ ~ m e (>'llxll)V m w, ,

m=O 1=0 IR 0

then

X (8(~~~~~','~:~),~~;X)) = (_l)M I: In yet, x)h(t, x)dxdt.

Integrating by parts repeatedly and noting that the various partial derivatives
of h(·,·) have compact supports one has

where VM is the Mth order gradient.
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The partial derivative 8(ml,m2,'" ,mn)h(t, x)/8x(m1,m2, ... ,mn) can be replaced
by h( t, x) since the set of partial derivatives of functions I in K: coincides with
the subspace of K, consisting of functions satisfying

,oCh) = ... = Im-l(h) = 0.
Thus

OC> h(m,n)
X(h(t, x)) = lln an1; ~ S~(u)

x f fOC> eiwt Jm+II()·llxll) h(t x)dZI (w A) dxdt
JJRl.; (Allxll)lI ' m'

1 10~ ~I I+ lim 'VMhm(w,>")dZm(w,>..)
JR o---tO -0

OC> h(m,n)

= lln an fo ~ S~(u)

x f fOC> eiwt Jm+II(>..llxll) h(t x)dZI (w >")dxdt
JJRJo+ (>"llxll)1I ' m'

OC> h(m,n)
+ an 1; ~ S~(u) llln IlxIIMh(t, x)eiwt dxdtdW,;,(w),

where for m = 0,1, ... ,00 and l = 0, ... , hem, n), the stochastic measure
W,;,(.) is defined by

Wi ( ) _ r Z~(w,€) - Z;,(w, -c)
m W - o~ k! .

This gives the desired spectral representation. ~
Using the relationship

X(h) = f f h(t,x)X(t,x)dtdx.fJR JJRn
with the spectral representation of the previous theorem, (since XC) is point
valued), the spectral representation of the ordinary field X(·,·) can be obtained
as

OC> h(m,n) OC> (\11 II)
X() ~ ~ Sl ( ) f f iwt Jm+1I 1\ X ZI ( )

t,x =an~o ~ m U JJRJo+ e (>"llxll)lI d m w,>..

OC> h(m,n)
+an L L S~(u) l"xIMeiwtdW';'(w).

m=O 1=0 JR

(14)
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This result is summarized in the following proposition.

Proposition 4.1. A strongly harmonizable spatially isotropic random field
with strongly harmonizable spatially isotropic increments of order M has a
spectral representation given by (14) where Z;,("') is the spectral measure
associated with its strongly harmonizable spatial isotropic partial derivative
random field

8(m"m2, .. ' ,m,,) X(h(t, x))
Y(t, x) = ( )'ax ml ,m·2,,·· ,Tnn

and for each m = 0,1, ... ,00 and l = 0, ... ,h(m, n) the stochastic measure
W~(.) is defined by

Wi ( ) = li Z;,(w, c) - Z;,(w, -c)
m

W
E:~ k! .

Now letting

,T,l ( II II) r roo iwt Jm+v('XllxID I ( \)
'i'm t, x = an JIR Jo+ e (>'llxll)v dZm w, /\

one has

E(W~(t, Ilxll)) = °
and

E(W~(s, Ilxll)w;,./ (t, Ilyll)) = 6mm'611'F(s, t, Ilxll, Ilyll)
using a form of Fubini's theorem. More specifically, first apply x* E (L8(P))*
to both sides, then taking x* inside the integral, which is permissible, (d. [3],
IV.9), since x* Z;'(-,·) is a scalar measure, the classical Fubini theorem applies,
Dunford and Schwartz, [3]. Hence, the above representation can be extended
for all time-varying random fields with Mth order spatially isotropic increments
which need not be harmonizable. These facts are summarized in the following
theorem.

Theorem 4.2. A random field X: lRx R" --t L8(P) is time-varying with Mth
order spatially isotropic increments iff it admits the spectral representation

X(t, x) =

00 l)(m,n) 00 h(m,n)

I=o ~ S~(u)W~(t, Ilxll) + an I=o ~ S~(u) k IlxilM e
iwt

dW;,,(w)

where

w~(-,.),m=O,l, ... , l=l, ... ,p(m,n)
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are a sequence of random fields such that

and
00

L p(m, n)bm(t, t, IIXII, IIXII) < 00.

m=O

This result gives the representation of a time-varying field with Mth order
spatially isotropic increments and for M = 1 reduces to the representation of
a time varying field on a sphere, given by R. H. Jones [5].
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