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Abstract. We consider the family of polynomials orthogonal with respect to the Sobolev type inner product corresponding to the diagonal general case of the Laguerre-Sobolev type orthogonal polynomials. We analyze some properties of these polynomials, such as the holonomic equation that they satisfy and, as an application, an electrostatic interpretation of their zeros. We also obtain a representation of such polynomials as a hypergeometric function, and study the behavior of their zeros.
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Resumen. Se considera la familia de los polinomios ortogonales con respecto a un producto interno de tipo Sobolev correspondiente al caso general diagonal de los polinomios ortogonales de tipo Laguerre-Sobolev. Se analizan algunas propiedades de estos polinomios tales como la ecuación holónoma que satisfacen y, como una aplicación de dicha ecuación, una interpretación electrostática de sus ceros. También se obtiene una representación de tales polinomios en términos de una función hipergeométrica, y se estudia el comportamiento de sus ceros.
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1. Introduction

The Laguerre polynomials are defined as the orthogonal polynomials with respect to the inner product
\[
\langle p, q \rangle_\alpha = \int_I p(x)q(x) \, d\sigma(x),
\]
where \(d\sigma(x) = x^\alpha e^{-x} \, dx\), \(I\) is the positive real line, \(\alpha > -1\), and \(p, q\) are polynomials with real coefficients.

We denote by \(\{L_\alpha^n(x)\}_{n=0}^\infty\) the sequence of monic Laguerre polynomials, and by \(\{\tilde{L}_\alpha^n(x)\}_{n=0}^\infty\) the sequence of orthogonal polynomials with respect to the inner product
\[
\langle p, q \rangle_{S,\alpha} = \int_I p(x)q(x) \, d\sigma + \sum_{i=0}^j M_i p^{(i)}(0)q^{(i)}(0),
\]
where \(M_i \in \mathbb{R}_+\) and \(j \in \mathbb{N}\). The goal of this paper is to generalize some results obtained in [4], [5] and [10], extending them for an arbitrary finite number of masses.

The structure of the manuscript is as follows. In Section 2, we present some preliminary results about the Laguerre polynomials. In Section 3, we give a connection formula which expresses the Laguerre-Sobolev type polynomials in terms of some Laguerre polynomials. This formula will be our principal tool.

A \(2j + 2\) terms recurrence relation for the Laguerre-Sobolev type polynomials is deduced in Section 4. In Section 5, we show a second order differential equation that the Laguerre-Sobolev type polynomials satisfy. This holonomic equation will be used in Section 6 in order to find an electrostatic interpretation of the zeros of \(\tilde{L}_\alpha^n(x)\).

In section 7, we use the hypergeometric representation of the Laguerre polynomials to construct a hypergeometric representation for the Laguerre-Sobolev type polynomials and finally, in Section 8, we analyze the location of the zeros of \(\tilde{L}_\alpha^n(x)\). Some numerical experiments using MatLab and Mathematica software are presented.

2. Preliminaries

Let \(\mu\) be a linear moment functional defined in \(P\), the linear space of polynomials with real coefficients, and define their corresponding moments by \(\mu_n = \langle \mu, x^n \rangle\), \(n \geq 0\). If \(\{P_n(x)\}_{n \geq 0}\) is a polynomials sequence such that the degree of \(P_n(x)\) is \(n\) and it satisfies
\[
\langle \mu, P_n(x)P_n(x) \rangle = K_n \delta_{m,n},
\]
with \(K_n \neq 0\), \(n, m \in \mathbb{N}\), and \(\delta_{m,n}\) is the Kronecker function defined by
\[ \delta_{m,n} = \begin{cases} 0, & \text{if } m \neq n; \\ 1, & \text{if } n = m, \end{cases} \]

then we say that \( \{ P_n(x) \}_{n \geq 0} \) is the sequence of orthogonal polynomials associated with the linear functional \( \mu \). We will assume that \( \mu \) is a positive definite linear functional, i.e. \( \langle \mu, \pi(x) \rangle > 0 \) for any polynomial \( \pi(x) > 0 \). In such a case, \( \mu \) has an integral representation in terms of a positive measure, and the orthogonality relation can be expressed in terms of an inner product such as (1).

It is well known that \( \{ P_n(x) \}_{n \geq 0} \) satisfies the following three term recurrence relation:

\[ xP_n(x) = P_{n+1}(x) + \beta_n P_n(x) + \gamma P_{n-1}(x), \]

where \( P_{-1}(x) = 0, P_0(x) = 1 \) and, for \( n \in \mathbb{N} \), the recurrence coefficients \( \{ \beta_n \}_{n \in \mathbb{N}}, \{ \gamma_n \}_{n \in \mathbb{N}} \) are real with \( \gamma_n \neq 0 \). The \( n \)-th reproducing Kernel \( K_n(x, y) \) associated with \( \{ P_n(x) \}_{n \geq 0} \) is defined by

\[ K_n(x, y) = \sum_{k=0}^{n} \frac{P_k(x)P_k(y)}{\|P_k\|^2_{\mu}}, \]

where \( \|P_k\|^2_{\mu} = \langle \mu, (P(x))^2 \rangle \).

There is an explicit expression for \( K_n(x, y) \), the so-called Christoffel-Darboux formula, given by

\[ K_n(x, y) = \frac{P_{n+1}(x)P_n(y) - P_n(x)P_{n+1}(y)}{(x-y)\|P_n\|^2_{\mu}}, \]

for \( x \neq y \). We will use the following notation for the partial derivatives of \( K_n(x, y) \)

\[ \frac{\partial^{i+1} K_n(x, y)}{\partial x^i \partial y^j} = K_n^{(i,j)}(x, y). \]

If \( p \in \mathbb{P} \) and \( \deg(p) \leq n \) then we have

\[ \langle K_n^{(0,i)}(x, y), p(x) \rangle = p^{(i)}(y), \]

which is called the reproducing property.

In [4], the Leibniz formula for the \( j \)-th derivative of a product is used to deduce the following formula:
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\[ K_{n-1}^{(i,j)}(x,a) = \frac{j!}{\|P_{n-1}\|^2(x-a)^{j+1}} \times \]
\[ \left( P_n(a) + P_n^{(1)}(a)(x-a) + \frac{P_n^{(2)}(a)}{2!}(x-a)^2 + \cdots + \frac{P_n^{(n)}(a)}{n!}(x-a)^n \right) \times \]
\[ \left( P_{n-1}(a) + P_{n-1}^{(1)}(a)(x-a) + \frac{P_{n-1}^{(2)}(a)}{2!}(x-a)^2 + \cdots + \frac{P_{n-1}^{(n)}(a)}{n!}(x-a)^n \right) \times \]
\[ \left( P_{n-1}(a) + P_{n-1}^{(1)}(a)(x-a) + \frac{P_{n-1}^{(2)}(a)}{2!}(x-a)^2 + \cdots + \frac{P_{n-1}^{(n-1)}(a)}{n!(n-1)!}(x-a)^{n-1} \right) \times \]
\[ \left( P_n(a) + P_n^{(1)}(a)(x-a) + \frac{P_n^{(2)}(a)}{2!}(x-a)^2 + \cdots + \frac{P_n^{(j)}(a)}{j!}(x-a)^j \right) \times \]
\[ \left( P_{n-1}(a) + P_{n-1}^{(1)}(a)(x-a) + \frac{P_{n-1}^{(2)}(a)}{2!}(x-a)^2 + \cdots + \frac{P_{n-1}^{(j)}(a)}{j!}(x-a)^j \right) \times \]
\[ \left( P_n(a) + P_n^{(1)}(a)(x-a) + \frac{P_n^{(2)}(a)}{2!}(x-a)^2 + \cdots + \frac{P_n^{(j)}(a)}{j!}(x-a)^j \right) \times \]
\[ \left( P_{n-1}(a) + P_{n-1}^{(1)}(a)(x-a) + \frac{P_{n-1}^{(2)}(a)}{2!}(x-a)^2 + \cdots + \frac{P_{n-1}^{(j)}(a)}{j!}(x-a)^j \right) \times \]

In the following section, we will deduce a formula for \( K_{n-1}^{(i,j)}(a,a) \), which will help us to deduce the derivative of the polynomial \( \tilde{L}_n^\alpha(x) \).

The families of orthogonal polynomials that have been most extensively studied in the literature are the Jacobi, Laguerre and Hermite polynomials. They are the so-called classical orthogonal polynomials, and have (among others) the following characterization:

\[ \{ P_n(x) \} \in \mathbb{N} \text{ is classical if and only if } P_n, n \in \mathbb{N}, \text{ is a solution of the second order differential equation} \]

\[ \phi(x)y''(x) + \tau(x)y'(x) + \lambda_n y(x) = 0, \]

where \( \phi \) and \( \tau \) are polynomials independent of \( n \), with degree at most 2 and exactly 1, respectively, and \( \lambda_n \) is a constant.

In this paper, we will focus our attention on the Laguerre monic orthogonal polynomials. In the following proposition we list some of their properties, that will be useful in the upcoming sections (see [2], [3] and [12]).

**Proposition 1.** Let \( \{ L_n^\alpha \}_{n \geq 0} \) be the sequence of Laguerre monic orthogonal polynomials. Then,

1) For \( n \in \mathbb{N} \),

\[ xL_n^\alpha(x) = L_{n+1}^\alpha(x) + (2n + \alpha + 1)L_n^\alpha(x) + n(n + \alpha)L_{n-1}^\alpha(x). \]

2) For \( n \in \mathbb{N} \),
$L_n^\alpha(x) = (-1)^n (\alpha + 1)_n \sum_{k=0}^{\infty} \frac{(-n)_k}{(\alpha + 1)_k} \frac{x^k}{k!} = (-1)^n (\alpha + 1) \times _1F_1(-n; \alpha + 1), \quad (6)$

where

$$(a)_m := \begin{cases} 1, & \text{if } m = 0; \\ (m-1) \prod_{k=0}^{m-1} (a + k \text{sgn}(m)), & \text{if } m \in \mathbb{Z} \setminus \{0\} \end{cases}$$

and

$$\text{sgn}(m) := \begin{cases} 1, & \text{if } m \in \mathbb{Z}_+; \\ -1, & \text{if } m \in \mathbb{Z}_-. \end{cases}$$

In other words, the Laguerre polynomials can be expressed as a hypergeometric function of the form $_1F_1$.

3) For $n \in \mathbb{N}$,

$$(L_n^\alpha)^{(i)}(0) = (-1)^{n+i} \frac{n! \Gamma(\alpha + n + 1)}{(n-i)! \Gamma(\alpha + i + 1)}. \quad (7)$$

4) For $n \in \mathbb{N}$,

$$\|L_n^\alpha\|_2^2 = n! \Gamma(n + \alpha + 1). \quad (8)$$

5) For $n \in \mathbb{N}$, $L_n^\alpha(x)$ satisfies the differential equation

$$x y'' + (\alpha + 1 - x)y' = -ny. \quad (9)$$

6) For $n \in \mathbb{N}$,

$$x (L_n^\alpha(x))' = nL_n^\alpha(x) + n(n + \alpha)L_{n-1}^\alpha(x). \quad (10)$$

7) For $n \in \mathbb{N}$,

$$L_n^\alpha(x) = \frac{n!}{(-1)^n} \sum_{k=0}^{n} \frac{\Gamma(n + \alpha + 1)}{(n-k)! \Gamma(\alpha + k + 1)} \frac{(-x)^k}{k!}. \quad (11)$$

8) For $n \in \mathbb{N}$,

$$L_n^\alpha(x) = L_{n+1}^\alpha(x) + nL_{n-1}^\alpha(x). \quad (12)$$

9) For $n \in \mathbb{N}$,

$$(L_n^\alpha)'(x) = nL_{n-1}^\alpha(x). \quad (13)$$
3. Connection Formula

Let \( \{ P_n \}_{n \geq 0} \) be the sequence of monic orthogonal polynomials with respect to a moment linear functional \( \mu \), and denote by \( \{ \tilde{P}_n(x) \}_{n \geq 0} \) the sequence of polynomials orthogonal with respect to the inner product

\[
\langle p, q \rangle_S = \langle p, q \rangle_{\mu} + \sum_{i=0}^{j} M_i p^{(i)}(0) q^{(i)}(0).
\]

Since \( \{ P_n \}_{n \geq 0} \) is a basis in the linear space of polynomials, we can write

\[
\tilde{P}_n(x) = \sum_{k=0}^{n} a_{n,k} P_k(x) = P_n(x) + \sum_{k=0}^{n-1} a_{n,k} P_k(x), \quad (14)
\]

where

\[
a_{n,k} = \frac{\langle \tilde{P}_n(x), P_k(x) \rangle_{\mu}}{\| P_k(x) \|_{\mu}^2}.
\]

Taking into account that for \( k < n \)

\[
\langle \tilde{P}_n(x), P_k(x) \rangle_{\mu} = -\sum_{i=0}^{j} M_i \tilde{P}_n^{(i)}(a) P_k^{(i)}(a),
\]

\( \tilde{P}_n(x) \) can be written as

\[
\tilde{P}_n(x) = P_n(x) - \sum_{i=0}^{j} M_i \tilde{P}_n^{(i)}(a) \sum_{k=0}^{n-1} \frac{P_k^{(i)}(a) P_k(x)}{\| P_k(x) \|_{\mu}^2}, \quad (15)
\]

\[
= P_n(x) - \sum_{i=0}^{j} M_i \tilde{P}_n^{(i)}(a) K_{n-1}^{(0,i)}(x,a), \quad (16)
\]

In order to find \( \tilde{P}_n^{(i)}(a) \) for \( i = 0, \ldots, j \), we need to solve the linear system,

\[
\begin{bmatrix}
1 + M_0 K^{(0,0)} & M_1 K^{(0,1)} & \cdots & M_j K^{(0,j)} \\
M_0 K^{(1,0)} & 1 + M_1 K^{(1,1)} & \cdots & M_j K^{(1,j)} \\
M_0 K^{(2,0)} & M_1 K^{(2,1)} & \cdots & M_j K^{(2,j)} \\
\vdots & \vdots & \ddots & \vdots \\
M_0 K^{(j,0)} & M_1 K^{(j,1)} & \cdots & 1 + M_j K^{(j,j)}
\end{bmatrix}
\begin{bmatrix}
\tilde{P}_n^{(0)}(a) \\
\tilde{P}_n^{(1)}(a) \\
\tilde{P}_n^{(2)}(a) \\
\vdots \\
\tilde{P}_n^{(j)}(a)
\end{bmatrix}
= \begin{bmatrix}
P_n^{(0)}(a) \\
P_n^{(1)}(a) \\
P_n^{(2)}(a) \\
\vdots \\
P_n^{(j)}(a)
\end{bmatrix}
\]

which is obtained by taking derivatives in (16), where \( K^{(p,q)} := K_{n-1}^{(p,q)}(a,a) \). According to (4) we have
\[ K_{n-1}^{(0,j)}(x,a) = \frac{j!}{\|P_n-1\|^2} \times \left[ \sum_{r=j+1}^{n} \frac{P_r(a)}{r!} \left( P_{n-1}(a)(x-a)^{r-j-1} + \ldots + \frac{P_{n-1}^{(r)}(a)}{j!} (x-a)^{r-j-1} \right) - \right. \]

\[ \sum_{k=j+1}^{n-1} \frac{P_k(a)}{k!} \left( P_n(a)(x-a)^{k-j-1} + \ldots + \frac{P_n^{(k)}(a)}{j!} (x-a)^{k-j-1} \right) \left. \right] \] \begin{align*}
\text{(18)}
\end{align*}

Having in mind that we are interested in finding \( K_{n-1}^{(i,j)}(a,a) \), we calculate the \( i \)-th derivative in (18) with respect to \( x \) and evaluate it at \( x = a \) to obtain

\[ K_{n-1}^{(i,j)}(a,a) \] \begin{align*}
\text{(19)}
\end{align*}

Our goal is to write the polynomials \( \tilde{L}_n^\alpha(x) \), orthogonal with respect to the inner product (2), in terms of some Laguerre orthogonal polynomials. First, we need the following theorem.

**Theorem 2.** For \( t,n \in \mathbb{N} \) and \( \alpha > -1 \), the Laguerre polynomials satisfy the following property ([9])

\[ L_n^\alpha(x) = \sum_{k=0}^{t} \binom{t}{k}(n)_k n^{\alpha+t} L_{n-k}^{\alpha+t}(x). \] \begin{align*}
\text{(20)}
\end{align*}

Let \( \{L_n^\alpha(x)\} \) be the sequence of Laguerre polynomials orthogonal with respect to \( d\sigma(x) = e^{-x}x^{\alpha+1} \). We will express \( K_{n-1}^{(0,i)}(x,0) \) as a linear combination of \( L_n^{\alpha+j+1}(x) \). Then,

\[ \|L_{n-1}^\alpha\|^2 \int_0^1 K_{n-1}^{(0,i)}(x,0) L_{n-1}^{\alpha+j+1}(x) \, dx = \sum_{k=0}^{n-2} b_{n-1,k} L_k^{\alpha+j+1}(x), \] \begin{align*}
\text{(21)}
\end{align*}

where
\[ b_{n-1,k} = \frac{ \| L_{n-1}^\alpha \|_2^2}{\| L_{n-1}^\alpha \|_2^2} K_{n-1}^{(0,i)}(x,0), L_k^{\alpha+j+1}(x) \rangle_{\alpha+j+1}^\alpha \]

\[ = \frac{ \| L_k^{\alpha+j+1}(x) \|_2^2}{\| L_{n-1}^\alpha \|_2^2} \langle K_{n-1}^{(0,i)}(x,0), L_k^{\alpha+j+1}(x) \rangle_{\alpha+j+1}^\alpha. \]

From (1) and (3), we see that for \( 0 \leq k \leq n - 2 - j \),

\[ \langle K_{n-1}^{(0,i)}(x,0), L_k^{\alpha+j+1}(x) \rangle_{\alpha+j+1} = \int_0^\infty K_{n-1}^{(0,i)}(x,0)L_k^{\alpha+j+1}(x)x^{\alpha+j+1}e^{-x} \, dx \]

\[ = \int_0^\infty K_{n-1}^{(0,i)}(x,0)(x^{j+1}L_k^{\alpha+j+1}(x))x^\alpha e^{-x} \, dx \]

\[ = \langle K_{n-1}^{(0,i)}(x,0), x^{j+1}L_k^{\alpha+j+1}(x) \rangle_{\alpha+j+1} \]

\[ = (x^{j+1}L_k^{\alpha+j+1}(x))^{(i)}(0) = 0. \]

In other words,

\[ K_{n-1}^{(0,i)}(x,0) = \frac{L_{n-1}^{(i)}(x) L_{n-1}^{\alpha+j+1}(x) + \sum_{k=n-j-1}^{n-2} \langle K_{n-1}^{(0,i)}(x,0)L_k^{\alpha+j+1}(x) \rangle_{\alpha+j+1} L_k^{\alpha+j+1}(x) }{\| L_k^{\alpha+j+1}(x) \|_2^2}. \]  \hspace{1cm} (22)

Taking into account that

\[ K_{n-1}^{(0,i)}(x,0) = \sum_{m=0}^{n-1} \frac{L_m^\alpha(x) (L_m^\alpha)^{(i)}(0)}{\| L_m^\alpha(x) \|_2^2}, \]  \hspace{1cm} (23)

and using (7), (8) and (20), we have
\[ \langle K^{(0,i)}_{n-1}(x,0), L^{\alpha+j+1}_k(x) \rangle_{\alpha+j+1} \]
\[ = \sum_{m=0}^{n-1} \frac{(L^\alpha_m)^{(i)}(0)}{\|L^\alpha_m(x)\|^2_{\alpha}} \langle L^\alpha_{m}(x), L^{\alpha+j+1}_k(x) \rangle_{\alpha+j+1} \]
\[ = \sum_{m=0}^{n-1} \frac{(L^\alpha_m)^{(i)}(0)}{\|L^\alpha_m(x)\|^2_{\alpha}} \sum_{t=0}^{j+1} \binom{j+1}{t} (m)_{t-\ell} \langle L^{\alpha+j+1}_{m-t}(x), L^{\alpha+j+1}_k(x) \rangle_{\alpha+j+1} \]
\[ = \sum_{m=0}^{n-1} \frac{(L^\alpha_m)^{(i)}(0)}{\|L^\alpha_m(x)\|^2_{\alpha}} \sum_{t=0}^{j+1} \binom{j+1}{t} \frac{(-1)^{m+t}m!}{(m-t)!\Gamma(\alpha+i+1)(m-i)!} \|L^{\alpha+j+1}_k(x)\|^2_{\alpha+j+1} \delta_{k,m-t}. \]

For \( n-j-1 \leq k \leq n-2 \), let
\[ c_{(k,i)} = \frac{\langle K^{(0,i)}_{n-1}(x,0), L^{\alpha+j+1}_k(x) \rangle_{\alpha+j+1}}{\|L^{\alpha+j+1}_k(x)\|^2_{\alpha+j+1}} \quad \text{and} \quad c_{(n-1,i)} = \frac{(L^{\alpha}_{n-1})^{(i)}(0)}{\|L^{\alpha}_{n-1}(x)\|^2_{\alpha}}. \]

or, equivalently,
\[ c_{(k,i)} = \sum_{m=0}^{n-1} \frac{(L^\alpha_m)^{(i)}(0)}{\|L^\alpha_m(x)\|^2_{\alpha}} \sum_{t=0}^{j+1} \binom{j+1}{t} \frac{(-1)^{m+t}m!}{(m-t)!\Gamma(\alpha+i+1)(m-i)!} \delta_{k,m-t} \]

and
\[ c_{(n-1,i)} = \frac{(-1)^{n+i-1}}{(n-i-1)!\Gamma(\alpha+i+1)}. \] (24)

Then,
\[ \tilde{P}_n(x) = L^{\alpha}_n(x) - \sum_{i=0}^{j} M_i \tilde{P}_n^{(i)}(0) \sum_{k=n-j-1}^{n-1} c_{(k,i)} L^{\alpha+j+1}_k(x), \] (25)

and using (20), we have
\[ L^{\alpha}_n(x) = \sum_{k=0}^{j+1} \binom{j+1}{k} (n)_k L^{\alpha+j+1}_{n-k}(x) - \sum_{k=n-j-1}^{n-1} \left[ \sum_{i=0}^{j} c_{(k,i)} M_i \tilde{L}_n^{(i)}(0) \right] L^{\alpha+j+1}_k(x). \]

As a consequence, we have the following theorem.
Theorem 3. Let \( \{L_{\alpha+j+1}^\alpha(x)\}_{t=0}^\infty \) be the sequence Laguerre polynomials with parameter \( \alpha+j+1 \). Then, the Laguerre-Sobolev type polynomials can be written as

\[
\tilde{L}_n^\alpha(x) = \sum_{k=0}^{j+1} A_n^{[k]} L_{n-k}^{\alpha+j+1}(x),
\]

where, for \( k = 1, 2, \ldots, j + 1 \), \( A_n^{[k]} \) are constants of the form

\[
A_n^{[k]} = -\sum_{i=0}^{j} c_{(n-k;i)} M_i \left( \tilde{L}_n^\alpha \right)^{(i)}(0) + \binom{j+1}{k} (n-k),
\]

and \( A_n^{[0]} = 1 \).

4. The Recurrence Formula

The Fourier expansion of the polynomial \( x^{j+1}\tilde{L}_n^\alpha(x) \) is given by

\[
x^{j+1}\tilde{L}_n^\alpha(x) = \tilde{L}_n^{\alpha+j+1}(x) + \sum_{k=0}^{n+j} \lambda_{n,k} \tilde{L}_k^\alpha(x),
\]

where

\[
\lambda_{n,k} = \frac{\langle x^{j+1}\tilde{L}_n^\alpha(x), \tilde{L}_k^\alpha(x) \rangle_{S,\alpha}}{\|\tilde{L}_k^\alpha\|_{S,\alpha}^2}.
\]

Now, for each \( p, q \in \mathbb{P} \) and each \( i \in \{0, \ldots, j\} \), we have

\[
(x^{j+1}p(x))^{(i)}(0) = \sum_{s=0}^{i} \frac{(j+1)!}{(j+1-s)!} \binom{i}{s} [x^{j+1-s}p^{(i-s)}(x)]_{x=0} = 0
\]

and thus

\[
\langle x^{j+1}p(x), q(x) \rangle_{S,\alpha} = \langle p(x), q(x) \rangle_{\alpha+j+1}.
\]

Furthermore,

\[
\langle p(x), x^{j+1}q(x) \rangle_{S,\alpha} = \langle x^{j+1}p(x), q(x) \rangle_{S,\alpha}.
\]

It follows from the previous observations that

\[
\lambda_{n,k} = \frac{\langle L_n^\alpha(x), x^{j+1}\tilde{L}_k^\alpha(x) \rangle_{S,\alpha}}{\|L_k^\alpha\|_{S,\alpha}^2} = \frac{\langle L_n^\alpha(x), \tilde{L}_k^\alpha(x) \rangle_{\alpha+j+1}}{\|L_k^\alpha\|_{S,\alpha}^2}.
\]

Therefore, for \( k \in \{0, \ldots, n-(j+2)\} \), we have \( \lambda_{n,k} = 0 \). Using the previous equation and (26), we get
Theorem 4. For \( n \in \mathbb{N} \), we have
\[
x^{j+1} \tilde{L}_n^\alpha(x) = \tilde{L}_{n+j+1}^\alpha(x) + \sum_{k = \max(0,n-j-1)}^{n+j} \lambda_{n,k} L_k^\alpha(x),
\]
where
\[
\lambda_{n,k} = \sum_{s = n-k}^{j+1} A_n^s A_n^{k+s-n} \left\| L^\alpha_{n-s} \right\|^2_{\alpha+j+1} \left\| L^\alpha_k \right\|_{S,\alpha}.
\]

5. Holonomic Equation

In order to find the second order differential equation satisfied by the Laguerre-Sobolev type orthogonal polynomials, we obtain from (9), for \( 0 \leq k \leq j+1 \),
\[
x \left( L^\alpha_{n-k} \right)^{(x)} + (\alpha + j + 2 - x) \left( L^\alpha_{n-k} \right)^{(x)} = -(n-k) L^\alpha_{n-k}.
\]
Thus,
\[
x \sum_{k=0}^{j+1} A_n^k \left[ L^\alpha_{n-k} \right]^{(x)} + (\alpha + j + 2 - x) A_n^k \left[ L^\alpha_{n-k} \right]^{(x)} = -(n-k) A_n^k \left[ L^\alpha_{n-k} \right]
\]
and, as a consequence, for \( 0 \leq k \leq j+1 \),
\[
\sum_{k=0}^{j+1} x A_n^k \left[ L^\alpha_{n-k} \right]^{(x)} + (\alpha + j + 2 - x) A_n^k \left[ L^\alpha_{n-k} \right]^{(x)} = x \tilde{L}_n^\alpha(x)^{(x)}
\]
\[
+ (\alpha + j + 2 - x) \tilde{L}_n^\alpha(x)^{(x)} = - \sum_{k=0}^{j+1} A_n^k (n-k) L^\alpha_{n-k}.
\]  

Our goal now is to express \( L^\alpha_{n-k} \) as a combination of \( \tilde{L}_n^\alpha(x) \) and \( \tilde{L}_n^\alpha(x) \), with rational functions as coefficients. First, we will show that \( L^\alpha_{n-k} \) can be written as a combination of the Laguerre polynomials \( L^\alpha_{n-k} \) and \( L^\alpha_{n-1} \).
Theorem 5. For each $k, n \in \mathbb{N}$ and $k \leq n$, we have
\[
L_n^\alpha(x) = D_{n-k}(x)L_{n-1}^\alpha(x) + S_{n-k}(x)L_n^\alpha(x),
\]
where
\[
D_{n-k}(x) = \frac{(x-M_{n-k+1})D_{n-k+1}(x)}{N_{n-k+1}} - \frac{D_{n-k+2}(x)}{N_{n-k+1}}
\]
and
\[
S_{n-k}(x) = \frac{(x-M_{n-k+1})S_{n-k+1}(x)}{N_{n-k+1}} + \frac{S_{n-k+2}(x)}{N_{n-k+1}},
\]
with $D_{n-1}(x) = 1$, $D_n(x) = 0$, $S_{n-1}(x) = 0$, $S_n(x) = 1$, $M_{n-t} = (2(n-t) + 1 + \alpha)$ and $N_{n-t} = (n-t)(n-t+\alpha)$.

Proof. We will use induction on $k$. It is clear that the statement holds for $k = 1$. Assume that the property is valid for all $t \leq k$. Using (5), we get
\[
xL_n^\alpha(x) = L_{n-k+1}^\alpha(x) + M_{n-k}L_n^\alpha(x) + N_{n-k}L_{n-k-1}^\alpha(x).
\]
Thus,
\[
L_{n-k-1}^\alpha(x) = \frac{(x-M_{n-k})L_{n-k}^\alpha(x)}{N_{n-k}} - \frac{1}{N_{n-k}}L_{n-k+1}^\alpha(x) = \frac{(x-M_{n-k})}{N_{n-k}}[D_{n-k}(x)L_{n-1}^\alpha(x) + S_{n-k}(x)L_n^\alpha(x)] - \frac{1}{N_{n-k}}[D_{n-k+1}(x)L_{n-1}^\alpha(x) + S_{n-k+1}(x)L_n^\alpha(x)] = \left[\frac{(x-M_{n-k})}{N_{n-k}}D_{n-k}(x) - \frac{D_{n-k+1}(x)}{N_{n-k}}\right]L_{n-1}^\alpha(x) + \left[\frac{(x-M_{n-k})}{N_{n-k}}S_{n-k}(x) - \frac{S_{n-k+1}(x)}{N_{n-k}}\right]L_n^\alpha(x) = D_{n-k-1}(x)L_{n-1}^\alpha(x) + S_{n-k-1}(x)L_n^\alpha(x).\]

Now we will prove a property about of the polynomials $D_{n-k}(x)$ and $S_{n-k}(x)$ that we will need later.

Theorem 6. For each $k, n \in \mathbb{N}$ and $k \leq n$, $D_{n-k}(x)$ and $S_{n-k}(x)$ are polynomials with degree $k-1$ and $k-2$, respectively.

Proof. If $k = 1$, $D_{n-1}(x) = 1$. So deg(1) = 0. Assume that the property is valid for every $t \leq k$. We have that
\[
D_{n-(k+1)}(x) = \frac{(x-M_{n-k})D_{n-k}(x)}{N_{n-k}} - \frac{D_{n-k+1}(x)}{1N_{n-k}}.
\]
From the induction hypothesis, \( \deg(D_{n-k}(x)) = k-1 \) and \( \deg(D_{n-k+1}(x)) = k-2 \). Thus

\[
\deg(D_{n-k-1}(x)) = 1 + \deg(D_{n-k}(x)) = k.
\]

The proof for \( S_{n-k}(x) \) is similar. \( \square \)

Now, we proceed to write the Laguerre polynomials \( L_n^{\alpha+j+1}(x) \) and \( L_n^{\alpha+j+1}(x) \) as a combination of the polynomials \( (\tilde{L}_n^{\alpha}(x))' \) and \( \tilde{L}_n^{\alpha}(x) \). According to (26) and (29), we have

\[
\tilde{L}_n^{\alpha}(x) = \sum_{k=0}^{j+1} A_n^k \frac{D_{n-k}^{\alpha+j+1}(x)}{x^n} + \sum_{k=0}^{j+1} \frac{A_n^k}{x^n} S_{n-k}(x) L_n^{\alpha+j+1}(x).
\]  
(30)

If we denote

\[
h_j(x) = \sum_{k=0}^{j+1} A_n^k D_{n-k}(x) \quad \text{and} \quad f_{j-1}(x) = \sum_{k=0}^{j+1} \frac{A_n^k}{x^n} S_{n-k}(x),
\]  
(31)

then we have

\[
\tilde{L}_n^{\alpha}(x) = f_{j-1}(x) L_n^{\alpha+j+1}(x) + h_j(x) L_n^{\alpha+j+1}(x).
\]  
(32)

Taking derivatives with respect to \( x \) in (30), multiplying by \( x \) and applying (10), we get

\[
x(\tilde{L}_n^{\alpha}(x))' = \sum_{k=0}^{j+1} A_n^k x \frac{(L_{n-k}^{\alpha+j+1}(x))'(x)}{x^n}
\]

\[
= \sum_{k=0}^{j+1} A_n^k \left[(n-k) L_{n-k}^{\alpha+j+1}(x) + (n-k)(n-k+\alpha+j+1) L_{n-k-1}^{\alpha+j+1}(x) \right]
\]

and, applying (29) on the previous equation, we obtain

\[
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If we define
\[ g_{j+1}(x) = \sum_{k=0}^{j+1} A_n^k [(n-k)D_{n-k}(x) + (n-k)(n-k+\alpha+j+1)D_{n-k-1}(x)] \]
and
\[ q_j(x) = \sum_{k=0}^{j+1} A_n^k [(n-k)S_{n-k}(x) + (n-k)(n-k+\alpha+j+1)S_{n-k-1}(x)], \]
then
\[ x(\tilde{L}^\alpha(x))' = q_j(x)L_n^{\alpha+j+1}(x) + g_{j+1}(x)L_n^{\alpha+j+1}(x). \]  
(34)

From (32) and (34), we obtain the following system of equations:
\[
\begin{aligned}
\tilde{L}_n^\alpha(x) &= f_{j-1}(x)L_n^{\alpha+j+1}(x) + h_j(x)L_n^{\alpha+j+1}(x); \\
x(\tilde{L}^\alpha(x))' &= q_j(x)L_n^{\alpha+j+1}(x) + g_{j+1}(x)L_n^{\alpha+j+1}(x).
\end{aligned}
\]
Solving it, we obtain
\[ L_n^{\alpha+j+1}(x) = \frac{\tilde{L}_n^\alpha(x)q_{j+1}(x) - x(\tilde{L}_n^\alpha(x))'h_j(x)}{f_{j-1}(x)g_{j+1}(x) - h_j(x)q_j(x)}, \]  
\[ L_{n-1}^{\alpha+j+1}(x) = \frac{x(\tilde{L}_n^\alpha(x))'f_{j-1}(x) - \tilde{L}_n^\alpha(x)q_j(x)}{f_{j-1}(x)g_{j+1}(x) - h_j(x)q_j(x)} \]

and, from (28), we get
\[ x(\tilde{L}_n^\alpha(x))'' + (\alpha + j + 2 - x)(\tilde{L}_n^\alpha(x))' = \]
\[ - \sum_{k=0}^{j+1} A_n^{[k]}(n-k)\left[D_{n-k}(x)L_n^{\alpha+j+1}(x) + S_{n-k}(x)L_n^{\alpha+j+1}(x)\right] = \]
\[ - \sum_{k=0}^{j+1} A_n^{[k]}(n-k)D_{n-k}(x)L_{n-1}^{\alpha+j+1}(x) - \left[\sum_{k=0}^{j+1} A_n^{[k]}(n-k)S_{n-k}(x)\right]L_n^{\alpha+j+1}(x). \]

Applying (35) and (36) on the previous expression, we have
\[ x(\tilde{L}_n^\alpha(x))'' + (\alpha + j + 2 - x)(\tilde{L}_n^\alpha(x))' = \]
\[ - \sum_{k=0}^{j+1} A_n^{[k]}(n-k)D_{n-k}(x)\left(\frac{x(\tilde{L}_n^\alpha(x))'f_{j-1}(x) - \tilde{L}_n^\alpha(x)q_j(x)}{f_{j-1}(x)g_{j+1}(x) - h_j(x)q_j(x)}\right) - \left[\sum_{k=0}^{j+1} A_n^{[k]}(n-k)S_{n-k}(x)\right]\left(\frac{\tilde{L}_n^\alpha(x)g_{j+1}(x) - x(\tilde{L}_n^\alpha(x))'h_j(x)}{f_{j-1}(x)g_{j+1}(x) - h_j(x)q_j(x)}\right). \]

Thus,
\[ x(\tilde{L}_n^\alpha(x))'' + \left[\alpha + j + 2 - x\right] + \frac{x f_{j-1}(x) \sum_{k=0}^{j+1} A_n^{[k]}(n-k)D_{n-k}(x)}{f_{j-1}(x)g_{j+1}(x) - h_j(x)q_j(x)} - \]
\[ \frac{xh_j(x)\sum_{k=0}^{j+1} A_n^{[k]}(n-k)S_{n-k}(x)}{f_{j-1}(x)g_{j+1}(x) - h_j(x)q_j(x)}\right)(\tilde{L}_n^\alpha(x))' + \]
\[ \left[\frac{- q_j(x)\sum_{k=0}^{j+1} A_n^{[k]}(n-k)D_{n-k}(x)}{f_{j-1}(x)g_{j+1}(x) - h_j(x)q_j(x)} + \frac{g_{j+1}(x)\sum_{k=0}^{j+1} A_n^{[k]}(n-k)S_{n-k}(x)}{f_{j-1}(x)g_{j+1}(x) - h_j(x)q_j(x)}\right]\tilde{L}_n^\alpha(x) = 0. \]

As a consequence, we have proved the following theorem.

**Theorem 7.** Let \( L_n^\alpha(x) \) be the Laguerre polynomials and \( L_n^\alpha(x) \) the orthogonal polynomials associated with the inner product (2). If we consider the same notation as in (29), (31) and (33), then
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\[ Q(x; n)(\tilde{L}_n(x))'' + W(x; n)(\tilde{L}_n(x))' + R(x; n)\tilde{L}_n(x) = 0, \tag{37} \]

where

\[ Q(x; n) = x[f_{j-1}(x)g_{j+1}(x) - h_j(x)q_j(x)], \]

\[ W(x; n) = \left[ (\alpha + j + 2 - x) [f_{j-1}(x)g_{j+1}(x) - h_j(x)q_j(x)] + \right. \]
\[ \left. x f_{j-1}(x) \sum_{k=0}^{j+1} A_n^{[k]}(n-k)D_{n-k}(x) - x h_j(x) \sum_{k=0}^{j+1} A_n^{[k]}(n-k)S_{n-k}(x) \right] \]

and

\[ R(x; n) = \left[ -q_j(x) \sum_{k=0}^{j+1} A_n^{[k]}(n-k)D_{n-k}(x) + g_{j+1}(x) \sum_{k=0}^{j+1} A_n^{[k]}(n-k)S_{n-k}(x) \right]. \tag{38} \]

6. An Electrostatic Model

As an application of (37), we present an electrostatic model that responds to the zeros distribution of the Laguerre-Sobolev type orthogonal polynomials. For \( n \in \mathbb{N} \), let \( \{x_{n,k}\}_{1 \leq k \leq n} \) be the zeros of \( \tilde{L}_n(x) \). Thus, for every \( k \in \{1, \ldots, n\} \), from (37) we get

\[ Q(x_{n,k}, n)(\tilde{L}_n(x_{n,k}))'' + W(x_{n,k}; n)(\tilde{L}_n(x_{n,k}))' = 0 \]

or, equivalently,

\[ \frac{(\tilde{L}_n(x_{n,k}))''}{(L_n(x_{n,k}))'} = -\frac{W(x_{n,k}, n)}{Q(x_{n,k}, n)}. \tag{39} \]

Therefore,

\[ \frac{W(x_{n,k}, n)}{Q(x_{n,k}, n)} = \frac{(\alpha + j + 2)}{x_{n,k}} \left[ 1 + \frac{f_{j-1}(x_{n,k}) \sum_{k=0}^{j+1} A_n^{[k]}(n-k)D_{n-k}(x_{n,k})}{f_{j-1}(x_{n,k})g_{j+1}(x_{n,k}) - f_j(x_{n,k})g_j(x_{n,k})} \right. \]
\[ \left. - \frac{f_j(x_{n,k}) \sum_{k=0}^{j+1} A_n^{[k]}(n-k)S_{n-k}(x_{n,k})}{f_{j-1}(x_{n,k})g_{j+1}(x_{n,k}) - f_j(x_{n,k})g_j(x_{n,k})} \right]. \tag{40} \]

Since \( F(x_{n,k}) := f_{j-1}(x_{n,k})g_{j+1}(x_{n,k}) - f_j(x_{n,k})g_j(x_{n,k}) \) is a polynomial of degree at most \( 2j - 2 \), then there exists \( t_1 \in \{1, 2, \ldots, 2j - 2\} \), such that \( x_1^{(F)}, \ldots, x_{t_1}^{(F)} \) are all the zeros of \( F(x) \) different from 0.
In the general case, if \( F(x) \) has complex and real zeros, we consider \( I_1 \subset \{0, 1, \ldots, t_1\} \) such that, for each \( i \in I_1 \), \( x_i(F) \) is a complex number (but not real) and, for each \( i \in J_1 \), \( x_i(F) \) is a real number, where

\[
J_1 = \{0, 1, \ldots, t_1\} - I_1.
\]

Since for each \( i \in I_1 \), the complex conjugate of \( x_i(F) \) is also a zero of \( F(x) \), then the number of elements in \( I_1 \) is even, say \( 2n \hat{n} \), where \( n \hat{n} \) is an integer smaller than or equal to \( j-1 \). If \( i_1, \ldots, i_{2n} \) denotes an order of \( I_1 \) such that, for every \( k \in \{1, 3, \ldots, 2n - 1\} \), \( x_{i_k}(F) \) is complex conjugate of \( x_{i_{k+1}}(F) \) then we define \( \tilde{I}_1 = \{ x_k \in I_1 : (1 \leq k \leq 2n) \land (k \text{ odd}) \} \). For each \( i \in \tilde{I}_1 \) and \( \ell \in J_1 \), there exist real constants \( A, A_i, B_i, C_i, \dot{A}_\ell \), such that

\[
\left( \frac{\tilde{L}_n^\alpha(x_{n,k})}{x_{n,k}} \right)^{\prime\prime} = A_{\ell} x_{n,k} + \sum_{i \in \tilde{I}_1} A_i x_{n,k} + B_i x_{2i,k}^2 + \sum_{\ell \in J_1} \dot{A}_\ell x_{n,k} - x_{\ell(k)}^{(F)} = 0
\]

and, since (see [21]),

\[
\left( \frac{\tilde{L}_n^\alpha(x_{n,k})}{x_{n,k}} \right)^{\prime\prime} = -2 \sum_{j=1, j \neq k}^{n} \frac{1}{x_{n,j} - x_{n,k}}, \tag{41}
\]

we obtain,

\[
\sum_{j=1, j \neq k}^{n} \frac{1}{x_{n,j} - x_{n,k}} + \frac{1}{2} A_{\ell} x_{n,k} + \frac{1}{2} \sum_{i \in \tilde{I}_1} A_{i} x_{n,k}^2 + B_i x_{2i,k}^2 + \frac{1}{2} \sum_{\ell \in J_1} \dot{A}_\ell x_{n,k} - x_{\ell(k)}^{(F)} = 0. \tag{42}
\]

Therefore, we can make the following electrostatic interpretation of the zeros of \( \tilde{L}_n(x) \). If we have \( n \geq 1 \) electric particles located on the complex plane under the interaction of a logarithmic external field and we have

\[
\varphi_1(x) = \frac{1}{2} A \ln |x| + \sum_{\ell \in J_1} \dot{A}_\ell \ln |x - x_{\ell}^{(F)}| + \frac{1}{2} \sum_{i \in \tilde{I}_1} A_i \ln \sqrt{x^2 + C_i^2} + B_i \tan^{-1} \left( \frac{x}{C_i} \right),
\]

then (42) indicates that the totally energy gradient

\[
\varepsilon(X) = - \sum_{1 \leq j < i \leq n} \ln |x_j - x_i| + \sum_{i=1}^{n} \varphi_1(x_i),
\]
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As a consequence, or, equivalently, $X = (x_{1}, ..., x_{n})$, vanishes at the points $(x_{n,1}, ..., x_{n,n})$. In other words, the set of the zeros of Laguerre-Sobolev type orthogonal polynomial $\tilde{L}^{\alpha}_{n}(x)$ constitutes a critical point. However, it is an open problem to determine if this critical point is a maximum, a minimum, or neither.

For a more general study of the electrostatic interpretation of standard orthogonal polynomials, we refer the reader to [6], [7], [8] and [11].

### 7. Hypergeometric Representation

Our goal in this section is to express the polynomials $\tilde{L}^{\alpha}_{n}(x)$ in terms of a hypergeometric function, as occurs with the Laguerre polynomials. We know from (26) that $\tilde{L}^{\alpha}_{n}(x) = \sum_{k=0}^{j+1} A[k]_{n} L^{\alpha+j+1}_{n-k}(x)$. So, taking into account (6), we have

$$\tilde{L}^{\alpha}_{n}(x) = \sum_{k=0}^{j+1} A[k]_{n} (-1)^{n} n^{-k} (\alpha + j + 2)_{n-k} \sum_{t=0}^{\infty} \frac{(-n+k)_{t}}{(\alpha + j + 2)_{t} t!} x^{t},$$

or, equivalently,

$$(-1)^{n} (\alpha + j + 2)_{n} \sum_{t=0}^{\infty} \frac{(-n)_{t}}{(\alpha + j + 2)_{t} t!} x^{t} \times \left[ \sum_{k=0}^{j+1} \frac{A[k]_{n} (-1)^{k} (-n+t)(-n+t+1) \cdots (-n+k+t-1)}{(\alpha + j + 2 + n - k) \cdots (\alpha + j + 2 + n - 1)(-n) \cdots (-n+k-1)} \right].$$

If we define

$$\pi(t) = \sum_{k=0}^{j+1} A[k]_{n} (-1)^{k} (-n+t)(-n+t+1) \cdots (-n+k+t-1) \frac{(\alpha + j + 2 + n - k) \cdots (\alpha + j + 2 + n - 1)(-n) \cdots (-n+k-1)}{(\alpha + j + 2 + n - k) \cdots (\alpha + j + 2 + n - 1)(-n) \cdots (-n+k-1)},$$

which is a polynomial such that $\deg \pi(t) = j+1$, then

$$\pi(t) = D_{n}(t + \xi_{1})(t + \xi_{2}) \cdots (t + \xi_{j+1}),$$

where $D_{n}$ is the leading coefficient of $\pi(t)$ and $\xi_{1}, \cdots, \xi_{j+1}$ are complex numbers. Therefore,

$$\tilde{L}^{\alpha}_{n}(x) = \left( -1 \right)^{n} (\alpha + j + 2)_{n} D_{n} \sum_{t=0}^{\infty} \frac{(-n)_{t}}{(\alpha + j + 2)_{t} t!} x^{t} (t + \xi_{1})(t + \xi_{2}) \cdots (t + \xi_{j+1}) = \left( -1 \right)^{n} (\alpha + j + 2)_{n} D_{n} \sum_{t=0}^{\infty} \frac{(-n)_{t}(1 + \xi_{1})(1 + \xi_{2}) \cdots (1 + \xi_{j+1})}{(\alpha + j + 2)_{t}(\xi_{1})_{t} \cdots (\xi_{j+1})_{t}} x^{t}. $$

As a consequence,
Theorem 8. For all $n \in \mathbb{N}$,
\[
\tilde{L}_n^\alpha(x) = (-1)^n(\alpha + j + 2)_n D_n(\xi_1 \cdots \xi_{j+1}) \\
\quad j+2F_{j+2}(-n, 1 + \xi_1, \ldots, 1 + \xi_{j+1}; \alpha + j + 2, \xi_1, \ldots, \xi_{j+1}; x).
\]
In other words, the polynomials $\tilde{L}_n^\alpha(x)$ can be expressed as a hypergeometric function of the form $j+2F_{j+2}$.

In [5], the reader can find the hypergeometric representation of the Laguerre-Sobolev type orthogonal polynomials for $j = 1$, which coincides with the previous formula.

8. Zeros

In order to study the behavior of the zeros of the Laguerre-Sobolev type orthogonal polynomials, we will need the next proposition. Its proof can be found in [1].

Proposition 9. Let $\{\tilde{L}_n^\alpha(x)\}_{n=0}^\infty$ be the sequence of monic orthogonal polynomials with respect to the inner product (2). Then, for all $n \geq \pi$, $\tilde{L}_n^\alpha(x)$ has $n - \pi$ changes of sign in the support of the measure, where $\pi$ is the number of masses in (2).

We see that if $M_i > 0$ for $i = 1, \ldots, j$ then the previous proposition shows that $\tilde{L}_n^\alpha(x)$ has at least $(n - j + 1)$ zeros in the support of the measure. In the following theorem, we show that there exist at least $(n - j)$ zeros in the support of the measure. First, we present a lemma.

Lemma 10. Let $x_1, \ldots, x_k$ be the different zeros with odd multiplicity of the polynomial $\tilde{L}_n^\alpha(x)$ in $(0, \infty)$. Then, there exists $\varphi(x)$ such that $\deg \varphi(x) = j$, and if $\rho(x) = (x - x_1) \cdots (x - x_k)$ then $(\varphi\rho)^{(i)}(0) = 0$ for $i = 1, \ldots, j$.

Proof.

Existence. Let $h(x) = \rho(x)\left(\sum_{t=0}^j a_tx^t\right)$ and such that $h(0) = 1$. Then, from the Leibniz rule, we have
\[
h^{(i)}(x) = \sum_{k=0}^i \binom{i}{k} \left(\sum_{t=0}^j a_t x^t\right)^{(k)} \rho^{(i-k)}(x).
\]

Then,
\[
h^{(i)}(0) = \sum_{k=0}^i \frac{i!}{(i-k)!} a_k \rho^{(i-k)}(0) = 0 \quad \text{for} \quad 0 < i \leq j,
\]

and thus we have
\[ h^{(0)}(0) = a_0 \rho^{(0)}(0) = 1 \]
\[ h^{(1)}(0) = \frac{1}{1!} a_0 \rho^{(1)}(0) + \frac{1}{0!} a_1 \rho^{(0)}(0) = 0 \]
\[ h^{(2)}(0) = \frac{2!}{2!} a_0 \rho^{(2)}(0) + \frac{2!}{1!} a_1 \rho^{(1)}(0) + \frac{2!}{0!} a_2 \rho^{(0)}(0) = 0 \]
\[ \vdots \]
\[ h^{(j)}(0) = \frac{j!}{j!} a_0 \rho^{(j)}(0) + \frac{j!}{(j-1)!} a_1 \rho^{(j-1)}(0) + \cdots + \frac{j!}{1!} a_{j-1} \rho^{(1)}(0) + \frac{j!}{0!} a_j \rho^{(0)}(0) = 0 \]

or, equivalently, a linear system of equations of the form \( \mathbf{Aa} = \mathbf{y} \),

\[
\begin{bmatrix}
\rho^{(0)}(0) \\
\rho^{(1)}(0) \\
\rho^{(2)}(0) \\
\vdots \\
\rho^{(j)}(0)
\end{bmatrix}
\begin{bmatrix}
a_0 \\
a_1 \\
a_2 \\
\vdots \\
a_j
\end{bmatrix}
= 
\begin{bmatrix}
1 \\
0 \\
0 \\
\vdots \\
0
\end{bmatrix}.
\]

And since \( \det \mathbf{A} = \prod_{t=0}^{j} t! \rho^{(0)}(0) \neq 0 \), then the polynomial coefficients are uniquely determined. Thus, we define \( \varphi(x) = \sum_{t=0}^{j} a_t x^t \).

**Degree.** This is a particular case of Lemma 2.1 in [1].

**Zeros of \( \varphi(x) \).** Using the same argument, we can show that the zeros of \( \varphi(x) \) are outside of \((0, \infty)\) ([1]).

**Theorem 11.** If \( M_i > 0 \), for \( i = 0, \ldots, j \), there exist \((n-j)\) zeros in the support of the measure.

**Proof.** From the previous lemma, we know that \( \varphi(x) \) has their zeros outside of the support of the measure. Then, \( h(x) \tilde{L}_n^\alpha(x) = r(x) \varphi(x) \rho^2(x) \), where \( r(x) \) and \( \varphi(x) \) do not change sign in \((0, \infty)\). Therefore, we have

\[ h(x) \tilde{L}_n^\alpha(x) \geq 0 \quad \text{for} \quad x \in (0, \infty) \quad \text{or} \quad h(x) \tilde{L}_n^\alpha(x) \leq 0 \quad \text{for} \quad x \in (0, \infty). \]

Thus, by the continuity of the polynomial \( h(x) \tilde{L}_n^\alpha(x) \) and the intermediate-value theorem we have that

\[ h(0) \tilde{L}_n^\alpha(0) = 0 \quad \text{or} \quad \text{sgn} \left( \int_0^\infty h(x) \tilde{L}_n^\alpha(x) \, d\mu \right) = \text{sgn} \left( h(0) \tilde{L}_n^\alpha(0) \right). \]
As a consequence,
\[
\left| \int_0^\infty h(x) \tilde{L}_n^\alpha(x) xe^{-x} \, dx + h(0) \tilde{L}_n^\alpha(0) \right| > 0
\]
and, therefore, \( \deg h(x) = j + k \geq \deg \tilde{L}_n^\alpha(x) = n \). That is, \( k \geq n - j \), showing that \( \tilde{L}_n^\alpha(x) \) has at least \( n - j \) zeros in the support of the measure. □✓


Using (26), we consider some examples of Laguerre-Sobolev type orthogonal polynomials in order to show the behavior of their zeros. First we analyze an example where for some fixed parameters, the Laguerre-Sobolev type polynomials remain unchanged if we change one of the masses.

Example 12. Let \( M = M_0, M_1 = 1, n = 3, j = 1 \) and \( \alpha = 2 \). Then, using Matlab software, we can find that
\[
\begin{align*}
K^{(0,0)}(0,0) &= 5, \\
K^{(1,0)}(0,0) &= -2.5, \\
K^{(0,1)}(0,0) &= 1.5, \\
L^{(0)}(0) &= -60, \\
L^{(1)}(0) &= 60.
\end{align*}
\]
Then, from (17) we have
\[
\begin{align*}
(1 + 5M) (\tilde{L}_3^{(2)}(0)(0) - 2.5(\tilde{L}_3^{(2)}(0)(1) &= -60 \\
-2.5M(\tilde{L}_3^{(2)}(0)(0) + (1 + 1.5)(\tilde{L}_3^{(2)}(1)(0) &= 60,
\end{align*}
\]
and making the computations, the solutions are
\[
\begin{align*}
\begin{cases}
(\tilde{L}_3^{(2)}(1)(0) &= 24 \quad \text{and} \quad (\tilde{L}_3^{(2)}(0)(0) = 0 \quad \text{if} \quad M \neq -\frac{2}{5} \\
(\tilde{L}_3^{(2)}(1)(0) &= -\frac{2}{5}(\tilde{L}_3^{(2)}(0)(0) + 24 \quad \text{if} \quad M = -\frac{2}{5}
\end{cases}
\end{align*}
\]
Since \( M_0 \geq 0 \), then \( (\tilde{L}_3^{(2)}(0)(0) = 0 \) and \( (\tilde{L}_3^{(2)}(1)(0) = 24 \). Furthermore, we know from (24) and (26) that
\[
c_{(k,i)} = \sum_{m=i}^{2} \sum_{t=0}^{2} \frac{2 \cdot (-1)^m + m!}{(m-t)!\Gamma(3+i)(m-i)!} \delta_{k,m-t},
\]
and
\[
A_n^{[k]} = -\sum_{i=0}^{1} c_{(3-k,i)} M_i \tilde{P}_n^{(i)}(0) + \binom{2}{k}(3-k).
\]
Therefore,
\[
A_n^{[k]} = -24c_{(3-k,1)} + \binom{j + 1}{k}(3-k),
\]
where
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\[ c_{3,-1;1} = -\frac{(1)^3}{(1)!\Gamma(4)} = -\frac{1}{6} \quad \text{and} \]
\[ c_{3,-2;1} = \left(\begin{array}{c} 2 \\ 0 \end{array} \right) \frac{(-1)^2 1!}{(1)!\Gamma(4)(0)!} + \left(\begin{array}{c} 2 \\ 1 \end{array} \right) \frac{(-1)^3 2!}{(1)!\Gamma(4)(1)!} = -\frac{1}{2}. \]

As a consequence,
\[ A_3^{[0]} = 1, \quad A_3^{[1]} = -24\left(-\frac{1}{6}\right) + \frac{(2)(3!)}{(2)!} = 10 \quad \text{and} \]
\[ A_3^{[2]} = -24\left(-\frac{1}{2}\right) + \frac{(2)(3!)}{(2)!} \frac{3!}{(1)!} = 18 \]

and, from (11),
\[ L^4_{3-k}(x) = \sum_{t=0}^{3-k} \frac{(-1)^{3-k+t}(3-k)!\Gamma(3-k+4+1)x^t}{\Gamma(3-k-t+1)\Gamma(4+t+1)t!}, \]

that is,
\[ \tilde{L}^2_3(x) = L^4_3(x) + 10L^4_1(x) + 18L^4_1(x) = x^3 - 11x^2 + 24x. \]

In other words, the Laguerre-Sobolev type orthogonal polynomial \( \tilde{L}^2_3(x) \) does not depend on \( M_0 \).

**Example 13.** In order to see how the zeros of \( \tilde{L}^2_3(x) \) behave when the values of the masses vary, we present some computations performed in MatLab. It is important to remark that the results of the numerical experiments illustrates the Proposition 8 and Theorem 3. For \( n = 4 \) and several choices of \( \alpha \), we developed some numerical experiments which allow us to conjecture that:

1. If the mass \( M_0 \) increases and \( M_1 \) is fixed, the last zero (arranged in decreasing order) increases.
2. If the mass \( M_1 \) increases and \( M_0 \) is fixed, the last zero (arranged in decreasing order) decreases.

Now, setting \( j = 1, \ n = 4, \) and fixing one of the masses, our goal is to determine the value of the other mass such that the polynomial \( \tilde{L}^2_3(x) \) has a negative zero. We will do this for fixed values of \( \alpha = 3 \) and \( \alpha = -0.5 \).

The following tables show the variation of the last zero of \( \tilde{L}^2_3(x) \) when one of the masses is fixed and the other one varies. The approximated “critical” value of the varying mass (the value that causes a negative zero) is shown on the caption of the corresponding table.
Diagonal General Case of Laguerre-Sobolev Polynomials

\[ \tilde{L}_\alpha^M(x) \]

\[ M_0 \quad \tilde{L}_\alpha^M(x) \quad M_1 = 1 \quad \alpha = 3 \quad \text{Zeros} \]

\begin{array}{|c|c|c|c|}
\hline
M_0 & \tilde{L}_\alpha^M(x) & M_1 = 1 & \alpha = 3 & \text{Zeros} \\
\hline
0.1 & x^4 - 22.7704x^3 + 147.5038x^2 - 255.6271x - 34.5442 & 12.8667; 6.9666; 3.0629; -0.1258 \\
0.5 & x^4 - 22.8096x^3 + 148.4729x^2 - 262.6052x - 20.2004 & 12.8648; 6.9636; 3.0551; -0.0738 \\
1 & x^4 - 22.8285x^3 + 148.9393x^2 - 265.9631x - 13.2982 & 12.8638; 6.9621; 3.0512; -0.0487 \\
10 & x^4 - 22.8508x^3 + 149.7122x^2 - 271.5277x - 1.8598 & 12.8623; 6.9596; 3.0447; -0.0068 \\
100 & x^4 - 22.8643x^3 + 149.8248x^2 - 272.3382x - 0.1937 & 12.8621; 6.9593; 3.0437; -0.0007 \\
1000 & x^4 - 22.8648x^3 + 149.8365x^2 - 272.4230x - 0.0195 & 12.8620; 6.9592; 3.0436; -0.0001 \\
10^4 & x^4 - 22.8649x^3 + 149.8377x^2 - 272.4315x & 12.8620; 6.9592; 3.0436; 0 \\
\hline
\end{array}

Table 1. \( M_1 = 1 \); \( M_0 \approx 10^4 \).
<table>
<thead>
<tr>
<th>$M_0$</th>
<th>$\tilde{L}^2 (x)$</th>
<th>$Zeros$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>$x^4 - 24.3286x^3 + 175.1700x^2 - 38.2899x + 103.0789$</td>
<td>$13.2199; 7.3279; 3.4844; 0.3384$</td>
</tr>
<tr>
<td>0.5</td>
<td>$x^4 - 23.5099x^3 + 161.2800x^2 - 322.5600x + 40.3200$</td>
<td>$13.0123; 7.1213; 3.2518; 0.1358$</td>
</tr>
<tr>
<td>1</td>
<td>$x^4 - 22.3604x^3 + 148.9839x^2 - 265.9631x + 204.6701$</td>
<td>$12.8628; 6.9628; 3.4512; 0.0487$</td>
</tr>
<tr>
<td>10</td>
<td>$x^4 - 20.6090x^3 + 99.2506x^2 - 258.2315x + 254.9605$</td>
<td>$12.3639; 6.4277; 2.2985; 1.4171$</td>
</tr>
<tr>
<td>1000</td>
<td>$x^4 - 19.6882x^3 + 91.1234x^2 - 250.4543x + 265.1914$</td>
<td>$12.3829; 6.4267; 2.2683; 1.4710$</td>
</tr>
</tbody>
</table>

Table 2. $M_0 = 1; M_0 \approx 0.8574.$
\[
\begin{array}{|c|c|c|c|}
\hline
 M_0 & \tilde{L}_0^4(x) & M_1 = 1 & \alpha = -0.5 & \text{Zeros} \\
\hline
0.1 & x^4 - 11.4932x^3 + 28.7232x^2 - 4.5111x - 4.0701 & 7.9670; 3.2871; 0.5315; -0.2924 \\
0.5 & x^4 - 11.4652x^3 + 28.5699x^2 - 4.7602x - 3.2078 & 7.9556; 3.2737; 0.4882; -0.2523 \\
1 & x^4 - 11.4434x^3 + 28.4505x^2 - 4.9542x - 2.5361 & 7.9467; 3.2633; 0.4504; -0.2171 \\
10 & x^4 - 11.3783x^3 + 28.0941x^2 - 5.5331x - 0.5318 & 7.9206; 3.2325; 0.2955; -0.0703 \\
100 & x^4 - 11.3639x^3 + 28.0162x^2 - 5.6915x - 0.0597 & 7.9146; 3.2253; 0.2332; -0.0100 \\
1000 & x^4 - 11.3613x^3 + 28.0006x^2 - 5.6850x - 0.0060 & 7.9139; 3.2245; 0.2239; -0.0011 \\
10^4 & x^4 - 11.3611x^3 + 27.9996x^2 - 5.6867x & 7.9138; 3.2244; 0.2229; 0 \\
\hline
\end{array}
\]

Table 3. \( M_1 = 1; M_0 \approx 10^5. \)
\[ M_0 = 1, \quad \alpha = -0.5 \]

<table>
<thead>
<tr>
<th>( M_1 )</th>
<th>( \tilde{L}_0'(x) )</th>
<th>( M_0 = 1 )</th>
<th>( \alpha = -0.5 )</th>
<th>( \text{Zeros} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>( x^4 - 12.5752x^3 + 38.9473x^2 - 24.9535x + 0.1805 )</td>
<td>8.1928; 3.5196; 0.8555; 0.0073</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1122</td>
<td>( x^4 - 12.5017x^3 + 38.2656x^2 - 23.6548x )</td>
<td>8.1746; 3.5004; 0.8264; 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>( x^4 - 11.6684x^3 + 30.5375x^2 - 8.9306x - 1.9960 )</td>
<td>7.9904; 3.3078; 0.5164; -0.1462</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>( x^4 - 11.4434x^3 + 28.4505x^2 - 4.9542x - 2.5361 )</td>
<td>7.9467; 3.2633; 0.4504; -0.2171</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>( x^4 - 11.1941x^3 + 26.1387x^2 - 0.5496x - 3.1344 )</td>
<td>7.9010; 3.2176; 0.3909; -0.3154</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>( x^4 - 11.1661x^3 + 25.8794x^2 - 0.0556x - 3.2015 )</td>
<td>7.8960; 3.2127; 0.3851; -0.3277</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>( x^4 - 11.1633x^3 + 25.8532x^2 - 0.0056x - 3.2083 )</td>
<td>7.8955; 3.2122; 0.3846; -0.3289</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 10^4 )</td>
<td>( x^4 - 11.1630x^3 + 25.8505x^2 - 0.0006x - 3.2090 )</td>
<td>7.8955; 3.2121; 0.3845; -0.3291</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Tabla 4.** \( M_0 = 1; M_0 \approx 0.1122. \)
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