Discriminatory accuracy of serological tests for detecting *Trypanosoma cruzi* using the ROC curve and the standard methodology
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**Abstract**

**Introduction:** Serological tests are used to confirm *Trypanosoma cruzi* infection and their discriminatory accuracy depends on the established decision threshold. Both, the standard methodology and the receiver operating characteristic (ROC) curve methodology allow obtaining such threshold.

**Objective:** To compare the discriminatory accuracy of the standard methodology and the ROC curve methodology regarding serological tests for confirming *T. cruzi* infection.

**Materials and methods:** A set of anti-*T. cruzi* antibodies values from subjects previously classified as healthy or as having Chagas disease were used, and computer simulations were performed under homoscedasticity and heteroscedasticity conditions. Sensitivity, specificity, 100% sensitivity, 100% specificity, and perfect-decision were calculated.

**Results:** The discriminatory accuracy obtained with the standard methodology favored specificity (98.22% to 99.56%) over sensitivity (67.25% to 87.14%), while in the ROC curve methodology a balance between sensitivity (94.56% and 96.44%) and specificity (90.35% and 92.11%) was observed. Also, in the ROC curve methodology a greater perfect-decision ratio was observed, which, under homoscedasticity conditions, was >90%. Decisions thresholds were affected by heteroscedasticity conditions.

**Conclusion:** The ROC curve methodology showed better discriminatory accuracy, therefore its use for calculating decision thresholds in serological tests for detecting Chagas disease is recommended.
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**Resumen**

**Introducción:** Las pruebas serológicas se utilizan para detectar infección por *Trypanosoma cruzi* y su precisión discriminatoria depende del umbral de decisión establecido. La metodología estándar y la de curva característica operativa del receptor (COR) permiten obtener tal umbral.

**Objetivo:** Comparar la precisión discriminatoria de la metodología estándar y la metodología de curva COR en lo que respecta a pruebas serológicas para detectar infección por *T. cruzi*.

**Materiales y métodos:** Se utilizó un conjunto de valores de anticuerpos contra *T. cruzi* de individuos clasificados como chagásicos o sanos y se realizaron simulaciones computarizadas en condiciones homocedácticas y heterocedácticas. Se calculó sensibilidad, especificidad, sensibilidad = 100%, especificidad = 100% y decisión-perfecta.

**Resultados:** La precisión discriminatoria de la metodología estándar favoreció la especificidad (98.22% a 99.56%) sobre la sensibilidad (67.25% a 87.14%), mientras que la de la curva COR mostró un equilibrio entre sensibilidad (94.56% y 96.44%) y especificidad (90.35% y 92.11%). Esta última metodología también evidenció una mayor proporción de decisión-perfecta, la cual llegó a ser >90% en condiciones de homocedasticidad. Los umbrales de decisión fueron afectados por las condiciones de heterocedasticidad.

**Conclusión:** La metodología de la curva COR mostró una mejor precisión discriminatoria, por lo que se recomienda su uso para el cálculo de umbrales de decisión en pruebas serológicas para la enfermedad de Chagas.

**Palabras clave:** *Trypanosoma cruzi*; Serología; Curva ROC; Sensibilidad y especificidad (DeCS).
Introduction

Chagas disease is diagnosed using parasitological and serological methods. Parasitological methods, such as blood smear, peripheral blood smear and thick blood smear, are utilized during the acute phase, since there is a high level of parasitemia. In the chronic phase, because parasitemia is low and intermittent, serological tests such as indirect hemagglutination, indirect immunofluorescence (IFA), ELISA tests, Machado-Guerreiro reaction and Western Blot are preferred.

Although serological tests are highly sensitive, cross-reactions may occur with other parasites such as Trypanosoma rangeli and Leishmania spp. Consequently, diagnosing a patient with Chagas disease requires positivity for this condition on 2 out of 3 serological tests.1

The ELISA test is widely used because of its high sensitivity and good specificity depending on the antigen used.2 This is a semi-quantitative technique that establishes a relative antibody concentration depending on the higher dilution of the patient’s serum, which allows detecting the formation of immune complexes; in other words, a cut-off point or decision threshold is chosen. Results above this threshold are considered positive, while those below are considered negative.3 However, this classification has a margin of error due to the sensitivity and specificity of the test since their values depend on the level chosen as a threshold.4

The traditional or standard method to establish a decision threshold consists of setting it at 2 or 3 standard deviations away from the mean of a group of patients classified as negative for a given condition or disease under the assumption of independence;5,6 however, this method is arbitrary and inappropriate when the assumption is violated.1 A variant of this methodology is to use the trimmed mean and 2 or 3 trimmed standard deviations, which are estimated by eliminating 5% of the extreme values, both upper and lower, from the data set of negative patients.9

Another methodology used to determine the threshold is the receiver operating characteristic (ROC) curve, which is widely accepted to select an optimal cut-off point for a serological test.10-12 The curve is generated by plotting the sensitivity values for the potential test cut-off points on the y-axis as a function of the 1-specificity value on the x-axis;1 the best cut-point provides the highest sensitivity and specificity simultaneously.12 Both the ROC curve and the standard methodology have advantages when establishing decision thresholds,10,12 therefore they are used interchangeably.

In this sense, the objectives of the present work were to compare the standard and the ROC curve methodologies and to determine which yields better results in the serological diagnosis of Chagasic patients. The starting point was the results of serological tests and computer-simulated samples, taking into account the influence of population variances on their efficiency.

Materials and methods

Real data populations

IgG antibody titers against T. cruzi measured in terms of optical density (OD) were considered as real data populations. These data were obtained from the archive of samples processed between 1992 and 2014 by the Instituto de Biología Molecular de Parásitos (Institute of Molecular Biology of Parasites, BioMoP by its acronym in Spanish) and the Department of Parasitology of the Universidad de Carabobo, Valencia-Venezuela. Based on these records, mean (μ) and variance (σ²) were estimated for the results of both healthy individuals, μₜ and σ²ₜ, and Chagasic patients, μₑ and σ²ₑ.

Healthy individuals

This sample was made up of the OD values obtained from the sera of individuals from non-endemic areas for Chagas disease with negative IFA, ELISA, and Western Blot tests.

Chagasic patients

This sample was made up of the OD values obtained from the sera of Chagasic patients from the endemic states of Carabobo and Cojedes, Venezuela, with positive results in at least 2 of the 3 tests mentioned above.13-15

Ethical considerations

Both healthy individuals and Chagasic patients gave their informed consent to take part in epidemiological studies on T. cruzi. The ethical principles for medical research involving human subjects set out in the Declaration of Helsinki were respected.16 This research was endorsed by the Bioethics Commission of the Faculty of Health Sciences, chaired by the Directorate of Research and Intellectual Production of the Faculty of Health Sciences of the Universidad de Carabobo, which guaranteed that the bioethics and biosafety principles were applied as stated in Minutes D1-058-11 of March 14, 2011.

Enzyme-linked immunoassay

The total proteins of T. cruzi epimastigotes of human origin were used as the antigen, which was identified using the discrete typing unit (DTU) named TcI based on the methodology outlined by De Lima et al.15 The TcI DTU was selected because it is the most common in Venezuela, representing about 95% of the isolates.17-19

Simulated samples

The simulated data were obtained using the add-in for producing random numbers from a normal or Gaussian distribution of the Microsoft Excel program.20 On the other hand, the population parameters values used to generate the simulated samples were obtained from the characterization of the real data populations described above.

A population of healthy individuals (Pₜ) was defined using mean (μₜ) and variance (σ²ₜ), as well as 3 sets of 5 populations of Chagasic patients (Pₑ): 1 set with the same variance of the population of healthy individuals (homoscedastic) and 2 sets with population variances different from that of the population of healthy individuals (heteroscedastic), for a total of 16 simulated populations.

As mentioned above, the variance in the homoscedastic set corresponded to that of the real data population of healthy individuals (σ²ₑ). Regarding heteroscedastic sets, in the first case, the variance was obtained in the...
population from real data of Chagasic patients (σ2c), while, for the second, the pooled or weighted variance (σ2) was calculated with the population variances of healthy individuals and Chagasic patients.

The means of the simulated populations of Chagasic patients were defined as a function of the mean of healthy individuals (μs) and the pooled standard deviation (σ). Thus, the mean values for Chagasic patients were defined by P1: μs + 0.5 σ; P2: μs + 2σ; P3: μs + 3σ; P4: μs + 4σ. For healthy individuals, it was assumed: StdM1=μ+2σ, StdM2, μ+3σ, StdM3 = μ*+2σ*, StdM4=μ*+3σ*, where μ and σ are the arithmetic mean and the trimmed standard deviation, respectively.

The set of results of healthy individuals and Chagasic patients was named scenario, and 5 scenarios were constructed for each of the variance assumptions: i=1,2,...,5. Scenario-1: {PS, PE1}, Scenario-2: {PS, PE2}, Scenario-3: {PS, PE3}, Scenario-4: {PS, PE4} and Scenario-5: {PS, PE5}. In this way, 15 scenarios with simulated data were obtained.

These scenarios are fundamental to simulation since they allow maintaining the same point of comparison between Chagasic patients and healthy individuals.

### Decision thresholds

The standard and ROC curve methodologies were applied to obtain the decision thresholds or critical values (V) for the real data and the simulated samples; the calculations were made using a routine written in Excel. For the standard methodology (Std), four V were established: StdM1=μ+2σ, StdM2, μ+3σ, StdM3 = μ*+2σ* and StdM4=μ*+3σ*, where μ and σ are the arithmetic mean and the trimmed standard deviation, respectively.

The VC of ROC curves were estimated using the minimum quadratic distance (MQD) and the Youden Index (I). For MQD, V= min{MQD}= min{(1-sensitivity)2+(1-specificity)2}, and for I, V= max (I )= max{sensitivity+specificity-1}. Sensitivity and specificity of a test were given by:

\[
\text{Sensitivity} = \frac{\text{True positives}}{\text{Total number of sick individuals}} \times 100
\]

\[
\text{Specificity} = \frac{\text{True negatives}}{\text{Total number of healthy individuals}} \times 100
\]

True positives are Chagasic patients declared positive through p test, while true negatives are healthy individuals declared negative through this same test. The sensitivity and specificity of the methodologies applied in the simulated populations were compared based on the estimates given by:

\[
\text{Sensitivity}_{ip} = \frac{1}{n} \sum_{j=1}^{n} \% \text{Sensitivity}_{ijp}
\]

\[
\text{Specificity}_{ip} = \frac{1}{n} \sum_{j=1}^{n} \% \text{Specificity}_{ijp}
\]

### Comparison of discriminatory accuracy of applied methodologies

To compare discriminatory accuracy, it was established how many samples of the tests had sensitivity and specificity equal to 100%. Thus, for scenario i and test p, it was obtained:

\[
\begin{cases}
    Z_{si,p} = 1: \text{if sensitivity}_{ip} = 100\% \\
    Z_{si,p} = 0: \text{otherwise}
\end{cases}
\]

\[
\begin{cases}
    Z_{ci,p} = 1: \text{if specificity}_{ip} = 100\% \\
    Z_{ci,p} = 0: \text{otherwise}
\end{cases}
\]

The proportions of samples with specificity and sensitivity equal to 100% were given by:
Similarly, the number of samples in which the tests had sensitivity and specificity equal to 100% was determined. This result was named perfect-decision and was obtained with the equations:

\[ P\{\text{sensitivity}_{lp}=100\%\} = \frac{1}{n^*} \sum_{j=1}^{n^*} Z_{Sijp} \]

\[ P\{\text{specificity}_{lp}=100\%\} = \frac{1}{n^*} \sum_{j=1}^{n^*} Z_{Eijp} \]

The proportions of samples with perfect-decision were given by:

\[ P\{\text{perfect-decision}_{lp}\} = \frac{1}{n^*} \sum_{j=1}^{n^*} W_{ijp} \]

**Results**

**Real data**

The population of healthy individuals was \( N_S = 901 \) with the parameters \( \mu_S = 0.12226 \) and \( \sigma_S^2 = 0.0531 \). On the other hand, the Chagasic patients were \( N_E = 342 \) with the parameters \( \mu_E = 0.4093 \) and \( \sigma_E = 0.2234 \). The pooled standard deviation of both populations was \( \sigma = 0.1255 \). The parameters were measured using the OD, and the absolute frequency distributions showed an overlapping response region for the OD of the 2 groups, with a total of 589 data (47.39%) (Figure 1).

![Figure 1. Optical density result of the test for immunoglobulin G against *Trypanosoma cruzi*. Source: Own elaboration.](image)

**Decision thresholds**

The mean values obtained for \( V_c \) in the standard tests showed a fixed value for all three variance assumptions since they only depend on the population of healthy individuals. On the other hand, StdM2 and StdM4 showed the highest \( V_c \), while those obtained with StdM3 were very close to those of the ROC curve in the second and third scenarios (Table 2).
Table 2. Decision thresholds for the detection of immunoglobulin G against *Trypanosoma cruzi*. Simulated data.

<table>
<thead>
<tr>
<th>Equal variance assumption</th>
<th>Methodology</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
<th>Scenario 4</th>
<th>Scenario 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homoscedasticity</td>
<td>Iₜ</td>
<td>0.1492</td>
<td>0.1804</td>
<td>0.2238</td>
<td>0.23</td>
<td>0.2301</td>
</tr>
<tr>
<td></td>
<td>MQD</td>
<td>0.1526</td>
<td>0.1819</td>
<td>0.2238</td>
<td>0.23</td>
<td>0.2301</td>
</tr>
<tr>
<td></td>
<td>StdM1</td>
<td>0.2273</td>
<td>0.2273</td>
<td>0.2273</td>
<td>0.2273</td>
<td>0.2273</td>
</tr>
<tr>
<td></td>
<td>StdM2</td>
<td>0.2796</td>
<td>0.2796</td>
<td>0.2796</td>
<td>0.2796</td>
<td>0.2796</td>
</tr>
<tr>
<td></td>
<td>StdM3</td>
<td>0.1953</td>
<td>0.1953</td>
<td>0.1953</td>
<td>0.1953</td>
<td>0.1953</td>
</tr>
<tr>
<td></td>
<td>StdM4</td>
<td>0.2316</td>
<td>0.2316</td>
<td>0.2316</td>
<td>0.2316</td>
<td>0.2316</td>
</tr>
<tr>
<td>Heteroscedasticity-1</td>
<td>Iₜ</td>
<td>0.1994</td>
<td>0.2006</td>
<td>0.2057</td>
<td>0.2143</td>
<td>0.2223</td>
</tr>
<tr>
<td></td>
<td>MQD</td>
<td>0.1719</td>
<td>0.1768</td>
<td>0.1925</td>
<td>0.2093</td>
<td>0.2215</td>
</tr>
<tr>
<td></td>
<td>StdM1</td>
<td>0.2273</td>
<td>0.2273</td>
<td>0.2273</td>
<td>0.2273</td>
<td>0.2273</td>
</tr>
<tr>
<td></td>
<td>StdM2</td>
<td>0.2796</td>
<td>0.2796</td>
<td>0.2796</td>
<td>0.2796</td>
<td>0.2796</td>
</tr>
<tr>
<td></td>
<td>StdM3</td>
<td>0.1953</td>
<td>0.1953</td>
<td>0.1953</td>
<td>0.1953</td>
<td>0.1953</td>
</tr>
<tr>
<td></td>
<td>StdM4</td>
<td>0.2316</td>
<td>0.2316</td>
<td>0.2316</td>
<td>0.2316</td>
<td>0.2316</td>
</tr>
<tr>
<td>Heteroscedasticity-2</td>
<td>Iₜ</td>
<td>0.1822</td>
<td>0.1865</td>
<td>0.2059</td>
<td>0.2226</td>
<td>0.2293</td>
</tr>
<tr>
<td></td>
<td>MQD</td>
<td>0.1608</td>
<td>0.1739</td>
<td>0.2022</td>
<td>0.2227</td>
<td>0.2293</td>
</tr>
<tr>
<td></td>
<td>StdM1</td>
<td>0.2273</td>
<td>0.2273</td>
<td>0.2273</td>
<td>0.2273</td>
<td>0.2273</td>
</tr>
<tr>
<td></td>
<td>StdM2</td>
<td>0.2796</td>
<td>0.2796</td>
<td>0.2796</td>
<td>0.2796</td>
<td>0.2796</td>
</tr>
<tr>
<td></td>
<td>StdM3</td>
<td>0.1953</td>
<td>0.1953</td>
<td>0.1953</td>
<td>0.1953</td>
<td>0.1953</td>
</tr>
<tr>
<td></td>
<td>StdM4</td>
<td>0.2316</td>
<td>0.2316</td>
<td>0.2316</td>
<td>0.2316</td>
<td>0.2316</td>
</tr>
</tbody>
</table>

Iₜ: Youden index; MQD: minimum quadratic distance; StdM1: standard methodology 1; StdM2: standard methodology 2; StdM3: standard methodology 3; StdM4: standard methodology 4.

Source: Own elaboration.

The ROC curve methodologies showed Vc with little difference between them, which decreased when the mean of the Chagasic patients group moved away from the mean of healthy individuals and was higher under heteroscedasticity conditions. Likewise, Vc increased as a function of the mean of the Chagasic patients group (Table 2).

**Discriminatory accuracy**

**Sensitivity and specificity**

*Homoscedasticity:* For standard methodologies, specificity means were higher using StdM2, followed by StdM4 and Std1; StdM3 showed the lowest mean value. In addition, all estimators of this methodology revealed specificity values >90%. For ROC methodologies, Iₜ and MQD showed similar specificity with a minimum of about 75% that increased as the average Chagasic patient population moved away from the mean of healthy individuals (Figure 2A).

Sensitivity in all scenarios was higher in Iₜ and MQD, ranging from 75% to 100%. Regarding standard methodologies, StdM3 showed the best behavior with 42% sensitivity in scenario-1, while StdM2 showed the lowest value with sensitivity of 5.21% in the same scenario (Figure 2B).

*Heteroscedasticity-1:* For specificity, both methodologies showed high values in all scenarios; the highest mean value was observed in StdM2 (approximately 100%), followed by StdM4 and StdM1 (values around 98%). For the ROC curve methodologies, heteroscedasticity affected MQD more than Iₜ, the latter with 95% in scenario-1 and 99% in scenario-5. However, both showed a progressive increase according to the mean values of the Chagasic patient populations (Figure 2C).

For sensitivity, although the best behavior was obtained by MQD with a minimum value of 55% in scenario-1 and 97% in scenario-5, Iₜ had a similar behavior. As for the standard methodology, StdM3 provided better sensitivity values and the mean values were similar to those of Iₜ. The standard methodology that showed the lowest sensitivity values was StdM2, reaching values above 60% only from scenario-4 (Figure 2D).

*Heteroscedasticity-2:* The mean specificity values were higher using the methodologies for StdM2 (99.95%), StdM1 and StdM4 (98% each). On the other hand, StdM3 caused a decrease in specificity by reaching an average of 92%. For the ROC methodologies, the Iₜ had a better behavior than MQD (Figure 2E).

Sensitivity=100% and specificity=100

*Homoscedasticity:* StdM2 showed specificity=100% in almost all the simulated samples, followed by StdM4 and StdM1 with percentages around 50%. StdM3 showed specificity=100% in only 5% of cases. In the ROC curve methodologies, both showed a similar behavior, going from a low frequency of specificity=100% in the first two scenarios to a high percentage from scenario-3 onwards (87%) (Figure 3A).
All methodologies showed low frequency sensitivity=100% in the first 2 scenarios; however, the percentages shown by I, and MQD were higher than the others. Similarly, all methodologies showed a notable increase in sensitivity=100% from scenario-3 onwards, except StdM2, with higher I, and StdM3 values (95%) (Figure 3B). *Heteroscedasticity-1*: The methodology that had the highest frequency of specificity=100% was StdM2 with 98.6%; the others showed percentages ≤55% and the lowest value was observed in StdM3 with 5%. Both ROC curve methodologies showed a progressive increase but I, was less affected than MQD by heteroscedasticity (Figure 3C).

Figure 2. Specificity and sensitivity value estimators

StdM1=μ+2σ; StdM2=μ+3σ; StdM3=μ*+2σ*; StdM4=μ*+3σ*; MQD: minimum quadratic distance.

Source: Own elaboration.

All methodologies obtained low percentages of sensitivity=100% until scenario-4 and ≤50% in scenario-5. In the latter, the methodology that yielded the highest value was StdM3 (39.7%), followed by the ROC curve methodologies (35%); the one with the lowest value was StdM2 (Figure 3D). *Heteroscedasticity-2*: The standard methodology with the highest accuracy for specificity=100% was StdM2 (98.6%); the others showed an accuracy ≤55%. Of the ROC curve methodologies, I, showed the best performance, although it presented low frequencies in the first 3 scenarios (42% maximum) and increased from scenario-4 onwards (Figure 3E).
With the exception of StdM2, the applied methodologies obtained values >10% sensitivity = 100% from scenario-3 onwards, reaching a high percentage in scenario-5. Iy, MQD and StdM3 showed the best behavior; the latter had the highest values (Figure 3F).

**Figure 3.** Estimators of specificity = 100% and sensitivity = 100% rates.

StdM1 = μ + 2σ; StdM2 = μ + 3σ; StdM3 = μ* + 2σ*; StdM4 = μ* + 3σ*; MQD: minimum quadratic distance.
Source: Own elaboration.

**Perfect-decision**

***Homo-scedasticity:* In the first 2 scenarios, no methodology yielded perfect-decision values, and the ROC curve methodologies showed the highest percentages from scenario-3 onwards; both Iy and MQD showed the same values (between 83% and 99%). As for standard methodologies, only StdM2 showed similar values from scenario-4 onwards; the others reached a maximum of 55% decision-perfect (Figure 4A).

***Heteroscedasticity-1:* From scenario-4 onwards, perfect decisions began to be observed. The highest percentages corresponded to Iy and MQD (28%), which also showed twice the value of the methodologies StdM1 and StdM4. In addition, few cases were observed with StdM3 (2%) (Figure 4B).

***Heteroscedasticity-2:* Perfect-decisions could be seen from scenario-3 onwards. The highest percentages corresponded to the ROC curve methodologies (figures between 60% and 96% without distinction between Iy,
and MQD). Of the standard methodologies, only StdM2 reached figures >80%, while the lowest values were obtained by StdM3 (Figure 4C).

![Figure 4A](image1.png)

![Figure 4B](image2.png)

![Figure 4C](image3.png)

**Figure 4.** Decision-perfect ratio estimators

StdM1 = μ + 2σ; StdM2 = μ + 3σ; StdM3 = μ* + 2σ*; StdM4 = μ* + 3σ*; MQD: minimum quadratic distance.

Source: Own elaboration.

**Discussion**

The ELISA cut-off points obtained through the ROC curve methodology showed a better discriminatory accuracy for *T. cruzi* serology than the standard methodology. Although it is not appropriate to diagnose a patient as Chagasic based on a single serological test, it is known that, from the three techniques recommended by the World Health Organization, the ELISA test is the most used for an initial approach, especially in epidemiological studies that evaluate a large number of patients.

The discriminatory accuracy of a diagnostic test depends on its sensitivity and specificity. These values are mainly obtained due to the overlapping of the results of healthy and sick individuals.\(^\text{10,21}\) In the present study, such OD overlapping region is observed in healthy individuals and Chagasic patients regarding real data, which evidences that this behavior is associated with the accuracy of the results in serological tests.

For Vc, the standard methodology tended towards high values, which deviated the balance from discriminatory accuracy to specificity, reaching 100% in many cases. This significantly affects sensitivity, as only patients with the most evident immune response will be diagnosed as positive. On the other hand, the Vc obtained using the ROC curve methodology, both for I, and MQD, generated more balanced sensitivity and specificity values, often at around 90%. This discrepancy in the decision thresholds is explained because the standard methodology, unlike the ROC curve methodology, does not consider the two populations under study to estimate the cut-off point. Therefore, the ROC curve, besides generating greater discriminatory accuracy, provides greater confidence to the analyst.\(^\text{23}\)

Barajas-Rojas et al.\(^\text{24}\) show that the application of StdM1 leads to a specificity value of about 97.5%. Greiner & Böhning\(^\text{25}\) state that this method does not consider sensitivity, therefore it does not reflect the main function of a decision threshold, i.e., it does not differentiate subpopulations of infected individuals from those not infected. This is highly relevant since a test with low sensitivity generates a large number of false negative results.

In this regard, Sharma & Jain\(^\text{26}\) report that the standard method tends to generate false negative results, especially in cases where 1) positive patients are receiving medical treatment, 2) antibody or antigen titers are not high enough, or 3) at the onset of infection. In this context, false negatives are a significant issue for the diagnosis of serious diseases, as misdiagnosed patients will not receive the necessary treatment, especially in the initial stages of the disease.\(^\text{27}\)

Other studies have reported satisfactory results using the ROC curve methodology and are in line with this study. Fernández-López et al.\(^\text{28}\) evaluated procalcitonin as a marker for diagnosing invasive bacterial infection in febrile infants and obtained sensitivity of 95.5% and specificity of 84.6%, while Pérez et al.\(^\text{29}\) studied body mass index as an estimator of overweight and fat distribution in Venezuelan children and adolescents, finding sensitivity between 86% and 100% and specificity between 92% and 100% for different age groups.

Regarding the ROC curve methodologies evaluated, I was less affected than MQD by heteroscedasticity, which coincides with studies reporting inconsistency in the decision threshold obtained by both methods.\(^\text{21,22}\) Although both techniques give equal weight to sensitivity and specificity values, some authors recommend using I, because it reflects the intention to maximize the percentage of correct classification of healthy and sick patients.\(^\text{21,22}\)

During the validation process of a diagnostic test, a correct classification of patients based on their actual health condition is expected.\(^\text{27}\) With this in mind, the decision-perfect percentage showed a better performance...
for ROC curve methodologies, as they were higher than the standard in all cases. These results support the hypothesis that, between these two methodologies, the ROC curve is the best choice for establishing decision thresholds in serological tests.

It should be noted that ROC curve methodologies identify, as was the case of this work, the decision threshold with higher joint sensitivity and specificity, which supports what is proposed by Fan et al. However, such a threshold does not necessarily determine the potentially higher sensitivity and specificity values for the serological test, as such extreme values usually correspond to different cut-off points, one for sensitivity and one for specificity. In fact, there are situations where a diagnostic test with high sensitivity or high specificity is needed; in these scenarios it is not advisable to use the decision threshold obtained by means of the ROC curve. Instead, it is appropriate to determine the specificity and sensitivity values obtained for different cut-off points and to choose the most suitable one as appropriate.

McNicoll points out that ROC curves constructed in the presence of heteroscedasticity show a behavior different from their homoscedastic analogues. This occurs because the former, in theory, may have up to two decision thresholds: one similar to that found in the presence of homoscedasticity—that is, located in the central interception of the noise and signal distributions—and another spurious and displaced towards the end of the noise or signal distribution, depending on whether the distribution with the greatest variance is of the signal or of the noise distribution, respectively.

Although no spurious thresholds were identified in the present work, it was observed that sensitivity and specificity were affected by heteroscedasticity in the ROC curve methodologies. On the other hand, in the case of the traditional method, heteroscedasticity did influence sensitivity, but not specificity. Thus, in Figures 2, 3 and 4 it was observed that when the variance of the Chagasic patient population is greater, its influence is also greater, and that the heteroscedasticity-1 assumption (greater variance) was the one that showed the worst behavior of all the methodologies. Furthermore, it was found that in ROC curve methodologies, \( T \), was less affected than MQD by heteroscedasticity, which is another reason for preferring the former.

**Conclusion**

Bearing in mind the specific conditions of this work, the ROC curve methodology had a better discriminatory accuracy than the standard methodology in the serological testing for *T. cruzi*. Therefore, the use of the ROC curve methodology is recommended to establish the decision thresholds since it has a better performance, considering that the averages of the Chagasic patient populations move away from those of healthy individuals.
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