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RESUMEN: La modelación numérica de la interacción entre reacciones químicas oscilantes y procesos difusivos requiere métodos numéricos sofisticados. La rigidez de estos modelos es eludida usando un método de Runge-Kutta diagonal para incrementar la estabilidad, y el tiempo de paso es controlado con un esquema incrustado de orden inferior. Dado que los patrones espaciales involucran grandes cambios de concentración, conviene realizar la discretización espacial con el método de Galerkin discontinuo (dG). Adicionalmente, mejoramos el método por medio de un precondicionamiento de multimalla. La eficiencia es evaluada con una reacción de un solo paso con solución exacta y se muestran algunos resultados con un modelo típico de reacción oscilante, el Brusselator.
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ABSTRACT: Modeling the interplay between oscillating chemical reactions and diffusive processes requires sophisticated numerical methods. The stiffness of these models is worked around using a singly diagonally Runge-Kutta method to enlarge the stability and the time step is controlled with an embedded scheme of lower order. Since spatial patterns involve large changes of concentration, spatial discretization is carried out by discontinuous Galerkin method (dG). In addition, we improve the method by means of multigrid preconditioning. The efficiency of the method is tested with a one-step reaction exactly solvable and some results are shown for a prototypical model of oscillating reaction, the Brusselator.
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1. INTRODUCCIÓN

The discovery of oscillating chemical reactions by Boris Belousov around 1950 while experimenting with bromate, citric acid, and ceric ions, and improved by Anatol Zhabotinsky changing citric acid

---

aDepartamento de Matemáticas, Universidad Nacional de Colombia, Bogotá, Carrera 45 N 26-85.
bDepartamento de Ingeniería Mecánica, Universidad Nacional de Colombia, Bogotá, Carrera 45 N 26-85.
for malonic acid (Epstein and Pojman, 1998), astonished the chemical community and challenged the understanding about chemical reactions and thermodynamics. A chemical reaction often proceeds monotonically from reactants to products. The amount of reactant decreases continuously up to some equilibrium point and the amount of product increases likewise. Oscillating reactions are quite different, since they go forward and backward, switching between reactants and products during some time, until the system attains the equilibrium. These reactions can be classified in two groups: Belousov-Zhabotinsky (BZ) reactions and CIMA (Chlorite-Iodide-Malonic Acid) reactions, (De Kepper et al., 1982). BZ reactions can be further divided in two models with oscillatory behavior: the Brusselator, (Prigogine and Lefever, 1969), and the Oregonator, (Field and Noyes, 1974). CIMA reactions are distributed into Brandeisator, (Lengyel and Epstein, 1991), and Schnakenberg models, (Schnakenberg, 1979), among others. CIMA reactions play an important role in present days in the study of chemical oscillation during Turing pattern formation (Turing, 1952; Garzón et al., 2011).

Now we focus our discussion on oscillating chemical reactions. For detailed discussion on oscillating chemical reactions, see Epstein and Pojman (1998). A chemical equation is a short way of writing a chemical reaction, involving only reactants and products. For instance

\[ r_1 S_1 + r_2 S_2 + \cdots + r_n S_n \rightarrow p_1 S_1 + p_2 S_2 + \cdots + p_n S_n, \tag{1} \]

where \( S_i \) are the substances involved in the reaction, and \( r_i \) and \( p_i \) are the stoichiometric coefficients. A chemical equation does not provide information about how the chemical reaction proceeds, and in general rather complex experiments are conducted to determine the reaction mechanism, which is the set of elementary steps a reaction goes through. If the reaction (1) is an elementary step, then the change of concentration of a substance \( S_i \) is given by

\[ \frac{1}{p_i - r_i} \dot{u}_i = k \prod_{i=1}^{n} u_i^{r_i}, \]

where \( k \) is the rate constant of the elementary step and \( u_i \) is the concentration of the substance \( S_i \); in general we write \( \mathbf{u} = (u_1, \ldots, u_n) \). Note that we assume that reactions proceed only in forward direction.

We consider a chemical reaction with \( n \) substances and \( N \) elementary steps of the form (1), and in each step \( \ell \) we have the coefficients \( r_{\ell 1}, \ldots, r_{\ell n} \) for the corresponding substances. We collect these coefficients into the multi-index \( \mathbf{r}_\ell = (r_{\ell 1}, \ldots, r_{\ell n}) \) and introduce, for a given vector \( \mathbf{u} \in \mathbb{R}^n \), the notation

\[ \mathbf{u}^{r_\ell} := \prod_{i=1}^{n} u_i^{r_{\ell i}}; \]

with this notation we can write the reaction term as

\[ \mathbf{R} = (R_1, \ldots, R_n), \quad \text{where} \quad R_i(u) = \sum_{\ell=1}^{N} (p_{\ell i} - r_{\ell i}) \kappa_\ell \mathbf{u}^{r_\ell}, \]
where $\kappa_\ell$ is the rate constant of the $\ell$-th step.

Oscillating reactions are particularly nice when they are conducted in a Petri dish, avoiding convection due to airstream or movement of the dish, so that the movement of molecules is due only to diffusion. When a chemical reaction is coupled with diffusion, the system of partial differential equations to solve is

$$\dot{u}_i - \text{div} (D_i \nabla u_i) - R_i(u) = 0 \quad \text{for every } i = 1, \ldots, n,$$

where $D_i$ is the diffusion coefficient of $S_i$. If the reaction occurs in a closed system $\Omega$, then the flux in the boundary is zero. We impose this boundary condition (Neumann condition) for every substance as follows

$$\frac{\partial n u_i}{\partial \Omega} = 0.$$

Because of the sharp spatial changes of concentration originated by oscillations, we prefer to use discontinuous Galerkin methods (dG). Discontinuous elements were introduced by Reed and Hill (1973) and have been successfully applied in many diffusion-reaction systems (Michoski et al., 2010; Zhu et al., 2009; Kanevsky et al., 2007). Additionally, dG methods feature more stability than continuous elements in case we want to add an advective term. Detailed discussion can be found in Di Pietro and Ern (2012).

Chemical reactions could be strongly stiff, as the oregonator, so explicit schemes are unsuitable because of their poor stability; we implement thus a singly diagonal Runge-Kutta scheme to overcome the stiffness of the oscillating systems. On the other hand, it could well happen that the system remains almost linear and changes suddenly, so that we use an embedded scheme and set the step length according to the behavior of the solution.

In Section 2 we outline the dG method for diffusion-reaction systems. In section 3 we explain the time discretization and the control over the time. In section 4 we test the numerical method with a one-step reaction, whose exact solution is available. Furthermore, we show some results for the Brusselator.

## 2. SPACE SEMI-DISCRETIZATION

Let $n$ be the number of substances and $u_i$ the concentration of the $i$-th substance. We define $a : H^1(\Omega)^n \times H^1(\Omega)^n \to \mathbb{R}$ by

$$a(u, v) = \sum_{i=1}^{n} D_i \int_{\Omega} \nabla u_i \cdot \nabla v_i.$$
Additionally, for $\mathbf{u}$ and $\mathbf{v}$ in $H^1(\Omega)^n$ define $(\mathbf{u}, \mathbf{v}) = \sum_{i=1}^n \int_{\Omega} u_i v_i$. We consider the problem of finding a function $\mathbf{u}$ of $x$ and $t$ such that

$$
(\dot{\mathbf{u}}(t), \mathbf{v}) + a(\mathbf{u}(t), \mathbf{v}) - (\mathbf{R}(\mathbf{u}(t)), \mathbf{v}) = 0 \quad \text{for all } t > 0 \text{ and } \mathbf{v} \in \mathbf{V},
$$

(2)

where $\mathbf{V}$ is an appropriate test function space and $\mathbf{u}(t) = \mathbf{u}(\cdot, t)$. Note that this weak formulation corresponds to the case of homogeneous Neumann boundary condition for each concentration. The function $\mathbf{R}$ is the reaction term, depending on the chemical set of elementary reactions.

We now introduce a quasi-uniform and shape regular triangulation $\mathcal{T}$ of $\Omega$, consisting of quadrilateral elements. A generic element of the triangulation is denoted by $\tau$. When the elements $\tau$ are rectangles, we define the discontinuous finite element space as follows

$$
\mathcal{Q}_p = \left\{ v \in L^2(\Omega), \begin{array}{c}
\text{such that } v|_{\tau} 	ext{ is a polynomial of degree } p \\
in \tau
\end{array} \right\}.
$$

For a general description when the elements $\tau$ are quadrilaterals, see Ciarlet (1979). The jump of a function $u \in \mathcal{Q}_p$ through a face $e = \partial \tau^+ \cap \partial \tau^-$ is defined as $[u] = u^+ - u^-$ where $u^+$ is the value of $u|_{\tau^+}$ on $e$. The average of a function in a face $e$ is denoted and defined by $\langle u \rangle = \frac{1}{2}(u^+ + u^-)$. Let us define the space $\mathbf{V}^h = (\mathcal{Q}_p)^n$, in which we introduce the mesh-depending norm

$$
\| \mathbf{u} \|_h^2 = \sum_{i=1}^n \int_{\Omega} u_i^2 + \sum_{i=1}^n \int_{\Omega} [\nabla u_i]^2 + \sum_{e \in \mathcal{F}} \sum_{i=1}^n \eta \sum_{i=1}^n \int_e \| u_i \|^2,
$$

where $\eta$ is the penalty term and $\mathcal{F}$ is the set of all inner faces in the triangulation. We also introduce in $\mathbf{V}^h$ the discrete bilinear form

$$
a^h(\mathbf{u}, \mathbf{v}) = \sum_{e \in \mathcal{F}} \sum_{i=1}^n D_i \int_e \nabla u_i \cdot \nabla v_i
$$

$$
- \sum_{e \in \mathcal{F}} \sum_{i=1}^n D_i \int_e \langle \nabla u_i \rangle \cdot \mathbf{n}[v_i] + \langle \nabla v_i \rangle \cdot \mathbf{n}[u_i]
$$

$$
+ \sum_{e \in \mathcal{F}} \sum_{i=1}^n \eta \int_e [u_i][v_i],
$$

(3)

where $\mathbf{n}$ is the outward normal vector to the $\tau^+$ element. For details see Di Pietro and Ern (2012). Throughout calculations the penalty term is $\eta = 10$. The semi-discrete form of the diffusion-reaction equation is: For $t > 0$, find $\mathbf{u}(t) \in \mathbf{V}^h$ such that

$$
(\dot{\mathbf{u}}(t), \mathbf{v}) + a^h(\mathbf{u}(t), \mathbf{v}) - (\mathbf{R}(\mathbf{u}(t)), \mathbf{v}) = 0 \quad \text{for all } \mathbf{v} \in \mathbf{V}^h,
$$

with initial condition $\mathbf{u}(0) = \mathbf{u}(0, x) = \mathbf{u}_0(x)$.

### 3. TIME DISCRETIZATION

The system is fully discretized using a singly diagonally implicit Runge-Kutta scheme with an embedded pair 4(3). Let us define the operator $\mathcal{F}^h$ that solves

$$
(\mathcal{F}^h(\mathbf{u}, t), \mathbf{v}) = -a^h(\mathbf{u}(t), \mathbf{v}) + (\mathbf{R}(\mathbf{u}(t)), \mathbf{v}) \quad \text{for all } \mathbf{v} \in \mathbf{V}^h.
$$
We then write the Runge-Kutta method as follows. The solution \( \mathbf{u}_{n+1} \) of the main scheme at the time \( t_{n+1} = t_n + h \) is computed as

\[
\mathbf{u}_{n+1} = \mathbf{u}_n + \Delta t \sum_{\ell=1}^{N} b_\ell \mathbf{F}_h(U^\ell, t_n + c_\ell \Delta t),
\]

where each term \( U^\ell \) is the solution at time \( t_n + c_\ell h \) and they are given by

\[
\begin{align*}
U^1 &= \mathbf{u}_n^h \\
U^2 &= U^1 + \Delta t[a_{21} \mathbf{F}_h(U^1, t_n) + a_{22} \mathbf{F}_h(U^2, t_n + c_2 \Delta t)] \\
&\vdots \\
U^N &= U^1 + \Delta t \sum_{\ell=1}^{N} a_{N\ell} \mathbf{F}_h(U^\ell, t_n + c_\ell \Delta t).
\end{align*}
\]

The solution \( \tilde{\mathbf{u}}_{n+1}^h \) of the embedded scheme is calculated likewise, but using weights \( \tilde{b}_i \) instead of \( b_i \).

The coefficients \( a_{s\ell} \), weights \( b_i \) and nodes \( c_i \) of the Runge-Kutta method are arranged in a Butcher tableau as follows,

\[
\begin{array}{cccccc}
0 & c_2 & a_{21} & a_{22} \\
& \vdots & \vdots & \vdots \\
& c_N & a_{N1} & a_{N2} & \ldots & a_{NN} \\
& b_1 & b_2 & \ldots & b_N \\
& \tilde{b}_1 & \tilde{b}_2 & \ldots & \tilde{b}_N
\end{array}
\]

The Butcher tableau of the implemented Runge-Kutta scheme can be found in Appendix A of Kanevsky et al. (2007) and for completeness we present it here in Appendix A.

As time controller we use the I-based controller

\[
(\Delta t)^{n+1} = \kappa_{sf}(\Delta t)^n \left( \frac{\varepsilon}{er + a\varepsilon} \right)^{1/\gamma},
\]

where \( \gamma \) is the order of the embedded scheme, \( \varepsilon \) is the time tolerance, \( er \) is the error of the time scheme and \( \kappa_{sf} \) is the safety factor that we set as 0.9. The term \( a\varepsilon \) is to avoid very long steps, so we set \( a = 5 \times 10^{-3} \). If the time step error is greater than twice the tolerance, then the step is repeated with a half of the current time step.

The error of the time scheme is estimated as the difference between the main and the embedded scheme \( \mathbf{w}_m = \mathbf{u}_m - \tilde{\mathbf{u}}_m \). The error used in the time controller is

\[
er = \sup_{i=1,\ldots,n} \frac{\| \mathbf{w}_{i,m} \|_h}{\| \mathbf{u}_{i,m} \|_h}, \tag{4}
\]

where \( \| \cdot \|_h \) refers to the mesh norm. Note that the error is the worst relative error among the components of \( \mathbf{u} \).
3.1. Newton method and preconditioning

Since the implicit Runge-Kutta scheme requires to solve nonlinear equations, we use Newton method using always as initial guess $u_m$. As the error of the stopping criteria we use again equation (4), where $u_m$ is replaced by the difference between two successive Newton iterations. The tolerance is fixed as $10^{-2}\varepsilon$, where $\varepsilon$ is the time tolerance.

The linear system corresponding to each Newton iteration is solved with the GMRES solver. Multigrid preconditioning is used to alleviate the computational cost of solving linear systems. The preconditioner is calculated once every four or five time steps. We implement a variable V-cycle; details can be found in Kanschat (2004). To track the performance of the preconditioning, we calculate the average of the number of GMRES iterations for the first iteration in the Newton method.

4. NUMERICAL STUDIES

All calculations were carried out on a processor intel5 2.40 GHz×4, 3.7 GB RAM Ubuntu PC. The code was written using a C++ FEM library called deal.II (Bangerth et al., 2007).

4.1. One-step Reaction

We test the numerical method with the one-step reaction $2X \rightarrow P$ with a source term $f$. The resulting differential equation is solved on a square domain of unit side-length. If the concentration of $X$ is $u$ we get

$$\dot{u} - a\Delta u + u^2 = f,$$

where $a = 10^{-2}$ and

$$f(x, y, t) = -3\pi^2ae^{-2\pi^2at} + (\sin(\pi x)\sin(\pi y) + 1,5)^2e^{-4\pi^2at}.$$

We impose homogeneous Neumann conditions and compare against the exact solution $w(x, y, t) = (\sin(\pi x)\sin(\pi y) + 1,5)e^{-2\pi^2at}$. Calculations are performed with different time tolerances and uniform refinement of the mesh, halving the length of the sides of the quadrilaterals in the mesh. Several errors together with the computed rates of converge are displayed in Table 1. As regards the gradient of the approximated solutions, the error due to the space discretization clearly dominates and the improvement by lowering the time tolerance is small. Nevertheless, polynomials of degree two ($P^2$) are much better than polynomials of degree one ($P^1$), lowering at least 100 times the error due to the mesh. In general the convergence of the mesh-depending norm and $H^1_{semi}$ semi-norm agrees with the theoretical order of convergence (Ciarlet, 1979; Di Pietro and Ern, 2012).
Table 1: Error of the solution of the one-step reaction in the mesh-depending norm, $L^2$, $H^1$ seminorm and $L^\infty$, together with the order of convergence (Ciarlet, 1979; Di Pietro and Ern, 2012). The errors are computed at the final time $t = 10$

<table>
<thead>
<tr>
<th>cells</th>
<th>steps</th>
<th>$H^1_{\text{mesh}}/%$</th>
<th>$L^2$</th>
<th>$H^1_{\text{semi}}$</th>
<th>$L^\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>8</td>
<td>4.79</td>
<td>2.37e-4</td>
<td>1.75e-2</td>
<td>9.7e-4</td>
</tr>
<tr>
<td>1024</td>
<td>8</td>
<td>2.35</td>
<td>1.72e-4</td>
<td>8.75e-3</td>
<td>4.39e-4</td>
</tr>
<tr>
<td>4096</td>
<td>8</td>
<td>1.17</td>
<td>1.58e-4</td>
<td>4.38e-3</td>
<td>2.73e-4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>time tolerance = 1e-3, space $P^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
</tr>
<tr>
<td>1024</td>
</tr>
<tr>
<td>4096</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>time tolerance = 1e-4, space $P^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
</tr>
<tr>
<td>1024</td>
</tr>
<tr>
<td>4096</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>time tolerance = 1e-5, space $P^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
</tr>
<tr>
<td>1024</td>
</tr>
<tr>
<td>4096</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>time tolerance = 1e-3, space $P^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
</tr>
<tr>
<td>1024</td>
</tr>
<tr>
<td>4096</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>time tolerance = 1e-4, space $P^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
</tr>
<tr>
<td>1024</td>
</tr>
<tr>
<td>4096</td>
</tr>
</tbody>
</table>

The error in the $L^2$ and $L^\infty$ norms is much lower than the error of the gradient. For elements $P^1$, the order of convergence is closer to the theoretical order as the time tolerance decreases. On the other hand, for $P^2$ the time error seems to dominate, so the order of convergence is outside the expected. We conclude so that the elements $P^2$ are more reliable, even for coarse meshes, and thus we can increase exactitude without excessive computational cost.

Low time tolerance requires more steps, however Table 1 shows that the increase in the number of steps is small enough to use low time tolerance. Furthermore the lower the time tolerance, the less the number of GMRES iterations, because of the decrease of the step length.
The preconditioning improves significantly the performance of GMRES, see Figure 1. While a fine mesh requires 400 iterations of GMRES, the preconditioning reduces the iterations to 50 with low computational cost. The preconditioning also avoids a great increase in the number of GMRES iterations as the mesh is finer.

### 4.2. Brusselator

The Brusselator was the first theoretical model for oscillating chemical reactions and it was developed by the Brussels school to show that oscillations and wave propagation can arise in simple models. The elementary steps of the Brusselator are

\[
\begin{align*}
A & \rightarrow X \\
2X + Y & \rightarrow 3X \\
B + X & \rightarrow Y + C \\
X & \rightarrow E.
\end{align*}
\]

The concentrations of \(A\), \(B\), \(C\) and \(E\) are held constant. The concentrations of \(X\) and \(Y\) are denoted by \(u_1\) and \(u_2\) respectively. The total change of concentration of \(X\) is

\[
\dot{u}_1 = k_1 c_A + k_2 u_1^2 u_2 - k_3 c_B u_1 - k_4 u_1. \tag{5}
\]

In the same fashion, the total change of concentration of \(Y\) is

\[
\dot{u}_2 = -k_2 u_1^2 u_2 + k_3 c_B u_1. \tag{6}
\]
When coupling the reaction with diffusion, we get the system of equations

\[ u_1 - D_1 \Delta u_1 - k_1 c_A - k_2 u_1^2 u_2 + k_3 c_B u_1 + k_4 u_1 = 0 \]
\[ u_2 - D_2 \Delta u_2 + k_2 u_1^2 u_2 - k_3 c_B u_1 = 0, \]

with no-flux boundary conditions. The rate constants used in calculations are given in Table 2.

<table>
<thead>
<tr>
<th>( k_1 c_A )</th>
<th>( k_2 )</th>
<th>( k_3 c_B )</th>
<th>( k_4 )</th>
<th>( D_1 / D_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>5.45</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

The system is unstable if \( k_2 > 1 + (k_1 c_A)^2 \) and the steady state is \( u_{1,s} = k_2 \) and \( u_{2,s} = k_1 c_A / k_2 \).

To achieve easily oscillations, the initial concentrations are chosen to be a perturbed steady state of the system, for example in the Figure 3 the initial conditions are

\[ u_1^0 = u_{1,s} + 10^{-2} e^{-100(x^2+y^2)} \]
\[ u_2^0 = u_{2,s} - 10^{-3} e^{-100((x-1)^2+(y-0.8)^2)}. \]

This perturbation of the steady state is implemented at some distance from the boundary in order to match the Neumann boundary condition.

The Figure 2(a) shows the unstable behavior of the system. The concentration begins to oscillate even in early stages of the reaction and the amplitude of the oscillations increases up to a seemingly

Figure 2: Brusselator with diffusion coefficients \( D_1 = 10^{-4} \) and \( D_2 = 5 \times 10^{-5} \). The domain is a circle of radius 0.5. (a) Maximum and minimum concentration of X in time. (b) Step-length according to the I-based controller of the time scheme.
constant value. The Figure 2(b) shows that the step-length is long at the beginning, while the concentration is approximately homogeneous, but the step-length tends to oscillate along with the concentration. The diffusion coefficients of the system in the Figure 3 are relatively high, therefore diffusive processes dominate and there are poor spatial patterns, as if there was a long wave. When the diffusion coefficients are sufficiently small, the system generates waves as the Figure 4(a) shows for a system perturbed in the center of a circular domain.

5. CONCLUSIONES

The discontinuous Galerkin method are adequate for the simulation of oscillating systems from the modelling of oscillating chemical reactions. We recall that traditional conforming finite element schemes may not capture oscillations due to instabilities that can be overcome by some special stabilization procedures (e.g., moving mesh, $hp$–adaptivity) or by using a small time step and a very fine mesh. Our numerical studies show that our implementation is stable. Our experiments also show that singly diagonally Runge-Kutta scheme is sufficient to deal with the stiffness of some oscillating unstable systems as the Brusselator. The multigrid preconditioner reduces greatly the number of GMRES iterations with low computational cost, so improving the performance of the method. The one-step reaction shows the advantage of working with polynomials of degree two and how small error can be achieved in $L^2$ norm. The embedded time scheme saves computation as it allows to enlarge the time step for almost flat regions of the solution.

![Figure 3: Brusselator with diffusion coefficients $D_1 = 10^{-2}$ and $D_2 = 5 \times 10^{-3}$. The domain is a square with sides of length 3. Time 57.0](image)
Figure 4: Brusselator with diffusion coefficients $D_1 = 10^{-4}$ and $D_2 = 5 \times 10^{-5}$. The domain is a circle of radius 0.5. Time 39.1
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APPENDIX A  Butcher tableau

Runge-Kutta scheme ARK4(3)-ESDIRK

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>$\frac{1}{2}$</th>
<th>$\frac{1}{4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>83</td>
<td>8611</td>
<td>1743</td>
<td>$\frac{1}{4}$</td>
</tr>
<tr>
<td>250</td>
<td>62500</td>
<td>$\frac{1}{31250}$</td>
<td>$\frac{1}{4}$</td>
</tr>
<tr>
<td>31</td>
<td>5012929</td>
<td>$-\frac{654441}{2922500}$</td>
<td>$\frac{174375}{388108}$</td>
</tr>
<tr>
<td>50</td>
<td>346525000</td>
<td>$2922500$</td>
<td>$\frac{388108}{4}$</td>
</tr>
<tr>
<td>17</td>
<td>15267082809</td>
<td>$-71443401$</td>
<td>$\frac{730878875}{402184768}$</td>
</tr>
<tr>
<td>20</td>
<td>153376285600</td>
<td>$120774400$</td>
<td>$\frac{902184768}{8070912}$</td>
</tr>
<tr>
<td>1</td>
<td>82889</td>
<td>0</td>
<td>$\frac{15625}{83664}$</td>
</tr>
<tr>
<td>521892</td>
<td>$\frac{69875}{102672}$</td>
<td>$\frac{2260}{8211}$</td>
<td></td>
</tr>
<tr>
<td>82889</td>
<td>0</td>
<td>$\frac{15625}{83664}$</td>
<td></td>
</tr>
<tr>
<td>521892</td>
<td>$\frac{69875}{102672}$</td>
<td>$\frac{2260}{8211}$</td>
<td></td>
</tr>
<tr>
<td>4586570599</td>
<td>0</td>
<td>$\frac{178811875}{945068544}$</td>
<td></td>
</tr>
<tr>
<td>29645900160</td>
<td>$\frac{814220225}{1159782912}$</td>
<td>$\frac{3700637}{11593932}$</td>
<td></td>
</tr>
<tr>
<td>61727</td>
<td>$\frac{11593932}{225920}$</td>
<td>$\frac{3700637}{11593932}$</td>
<td></td>
</tr>
</tbody>
</table>
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